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Nomenclature
Latin Symbols

Symbol Unit Description
Aw1 m2 Cross-sectional area of a wire
Ac m2 Cross-sectional area of a ferromagnetic core
Ag m2 Cross-sectional area of an air gap
Am m2 Equivalent cross-sectional area of a magnetic circuit
A Wb Magnetic vector potential
Bs(t) T Magnetic flux density as a function of time
B T Magnetic flux density vector
Bapp T Applied magnetic flux density
Bc T Critical magnetic flux density
Bc0 T Critical magnetic flux density 1

Bc1 T First critical magnetic flux density
Bc2 T Second critical magnetic flux density
Bc1ab T First critical magnetic flux density in a-b plane
Bc2ab T Second critical magnetic flux density in a-b plane
Bc1c T Second critical magnetic flux density along c-axis
Bc2c T Second critical magnetic flux density along c-axis
Bmax T Maximum magnetic flux density
Btrap T Trapped magnetic flux density
Bz T Magnetic flux density component along z-axis
B̂ T Peak magnetic flux density
B̂z T Peak magnetic flux density along z-axis
B‖ T Magnetic flux density parallel to a-b plane
B⊥ T Magnetic flux density perpendicular to a-b plane
∆B T Finite difference of magnetic flux density
∆Bij T Finite difference of magnetic flux density vector of a j-th segment

of a i-th turn of a coil
C F Capacitance
D C/m2 Displacement field
Dw1 m Diameter of a wire
Din m Inner diameter of a coil
Dout m Outer diameter of a coil
D(s) Denominator’s polynomial in s-domain
e C Elementary charge (1.602176634 · 10−19 C)
eHTS(t) V Voltage induced in HTS
E V/m Electric field intensity
E V/m Electric field intensity vector
Ec V/m Critical electric field intensity
F N Force vector

1Theoretical value calculated for T = 0 K and J = 0 A/mm2
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Symbol Unit Description
H m Coil height
H A/m Electric field density vector
Hc A/m Critical magnetic field intensity
Hc1 A/m First critical magnetic field intensity
Hc2 A/m Second critical magnetic field intensity
Ht A/m Thermodynamic magnetic field intensity
i(t) A Current
i1(t) A Current during first stage
i2(t) A Current during second stage
I(s) A Current in s-domain
I01 A Initial current value during the first stage
I02 A Initial current value during the second stage
I1(s) A Current during the first stage in s-domain
I2(s) A Current during the second stage in s-domain
Î A Peak current
Ic A Critical current
iL A Current flowing through the coil
J A/m2 Current density
Jc A/m2 Critical current density
Jc0 A/m2 Critical magnetic flux density 1

Jmax A/m2 Maximum current density
kR Ω/turn Coil resistance coefficient
kL Ω/turn2 Coil inductance coefficient
KC Carter’s coefficient
lavg m Average turn length
lc m Equivalent magnetic core length
lg m Gap length
lm m Equivalent magnetic circuit length
L H Inductance
∆lij Finite length of j-th segment of a i-th turn of a coil
M Number of segments in a loop approximated by a regular polygon
n Power value in E-J power law
N(s) Numerator’s polynomial in s-domain
N Number of turns
r m Radius
r̂ Unit vector of r
rij m Distance from j-th segment of a i-th turn of a coil
r̂ij Unit vector of rij
R Ω Resistance
R77 Ω Resistance @ 77 K
R300 Ω Resistance @ 300 K

1Theoretical value calculated for T = 0 K and B = 0 T
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Symbol Unit Description
Rc Ω Equivalent reluctance of magnetic core
RC Ω Charging resistance
Rg H−1 Magnetic reluctance of air gap
Rm H−1 Equivalent magnetic reluctance of magnetic circuit
s rad/s Complex frequency
t s Time
tC0 s Capacitor discharge time
tRL0 s Current waveform period
T K or oC Temperature
Tc K or oC Critical temperature
U V Voltage
uC or uC(t) V Capacitor’s voltage
Uc V Critical voltage
UC(s) V Critical voltage in s-domain
UC0 V Capacitor’s initial voltage during discharge
UD1 V Voltage drop on diode D1
UD2 V Voltage drop on diode D2
UDC V DC voltage
v m/s Velocity vector
V m3 Volume
W J Energy
Ŵ J Peak energy
Y01 S Initial admittance (I01/UC0)
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Greek Symbols

Symbol Unit Description
ρ Ωm Resistivity
τ s Time constant
δ m Skin depth
∆ Discriminant of a polynomial
µ H/m Magnetic permeability
µ0 H/m Magnetic permeability of vacuum
µr Relative magnetic permeability
φB(t) Wb Magnetic flux
ξ Damping coefficient
ξ′ Adjusted damping coefficient
ω rad/s Frequency
ω′ rad/s Adjusted frequency
ω0 rad/s Resonant frequency
%S C/m2 Surface charge density
%V C/m3 Volumetric charge density
ρV kg/m3 Material density
%S C/m2 Surface Charge density
ε F/m Electric permittivity
ε0 F/m Electric permittivity of vacuum
εr Relative electric permittivity
χdia Magnetic susceptibility of diamagnetic
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Abbreviations

Symbol Description
CMDC Controlled Magnetic density Distribution Coil
CSM Critical state model
FC Field cooling
GS Growth sector
GSB Growth sector boundary
HTS High-temperature superconductor
LTS Low-temperature superconductor
MPSC Multi-pulse sequential cooling
MMPSC Modified multi-pulse sequential cooling
PFM Pulsed-field magnetisation
TFM Trapped-field magnet
TSMG Top-seeded melt growth
ZFC Zero-field cooling
RLC Series connection of resistance (R), inductance (L) and

capacitance (C)
ReBCO / ReBaCuO Rare-earth Barium Copper Oxide
YBCO / YBaCuO Yttrium Barium Copper Oxide
GdBCO / GdBaCuO Gadolinium Barium Copper Oxide
BiSCCO / BiSrCaCuO Bismuth Strontium Calcium Copper Oxide
Nb3Sn Niobium-Tin
NbTi Niobium-Titanium

Mathematical symbols

Symbol Description
d·e Ceiling of a number
b·c Floor of a number
≈ Approximately
∝ Proportional to
L −1 Inverse Laplace transform
C Set of complex numbers
R Set of real numbers
∇ϕ Gradient of ϕ
∇ ·B Divergence of B
∇×A Curl of A
j Imaginary number

√
−1
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Abstract

High-temperature superconducting (HTS) bulks can be used as a source of a strong
magnetic field, exceeding that of permanent magnets. One of the techniques to magnetise
superconducting bulks is the pulsed-field magnetisation (PFM) method, which utilises short
pulses of current generated by flux pumps.

The research presented in the thesis focuses on the influence of the RLC flux pump system
with emphasis on the description of current and magnetic field waveforms generated by the flux
pump. The extensive literature review suggested minuscule exploration of magnetic field rate-
of-change on the trapped magnetic field inside the HTS bulk; instead, most of the conducted
research focused on applying stronger fields.

The developed methodology of designing a solenoidal coil for the PFM system is presented
to achieve desired features of the flux pump, like a peak of magnetic field and its rate-of-change.
A generalised mathematical description relevant for the single and multi-pulse operation of the
RLC flux pump was derived. The analysed system has been designed and constructed to verify
the influence of magnetic field gradient experimentally over time on the effectiveness of the PFM
process for three designed coils. The trapped field inside the bulk cooled with liquid nitrogen
was measured on the surface with seven linear-hall sensors in transient and steady states.

Numerical models based on the finite-element method (FEM) were created to verify and
expand the results of the measurements. The mathematical description of the flux pump circuit
was used to generate the current waveform in the FEM simulations. The numerical simulation
provided an insight into otherwise unmeasurable values such as current density distribution
within bulk and power losses during pulsed-field magnetisation.

Experimental and numerical results had confirmed that increasing applied field
rate-of-change results in higher trapped fields at lower peak values in a consistent manner.
As a consequence, the designed PFM system, especially coil, can be smaller and used inside
devices such as electrical machines as a source of magnetic field replacing permanent magnets.
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Streszczenie

Wysokotemperaturowe nadprzewodniki (ang. high-temperature superconductor, HTS)
masywne (ang. bulks) mogą służyć jako źródło silnego pola magnetycznego wyższego niż
wytwarzane przez magnesy trwałe. Jedną z metod magnesowania nadprzewodników
masywnych jest magnesowanie pulsacyjne (pulsed-field magnetisation, PFM) wykorzystujące
krótkie impulsy prądowe wygenerowane za pomocą pomp pola.

Badania przedstawione w niniejszej rozprawie doktorskiej skupiają się na analizie pompy
pola typu RLC, w szczególności w zakresie wyznaczenia przebiegów zmian prądu i pola
magnetycznego wytworzonego przez te pompy. Przeprowadzona analiza literatury przedmiotu
wykazała niewielką liczbę badań wpływu szybkości zmian pola magnetycznego na pole
magnetyczne zamknięte w nadprzewodniku masywnym, lecz większość badań skupiona jest na
zadawaniu pól o większych wartościach.

Metodologia projektowania cewek solenoidalnych przeznaczonych do pomp pola
magnetycznego została opracowana i opisana. Metodologia ta pozwala na osiągnięcie
pożądanych parametrów pompy tj. wartości szczytowej oraz szybkości zmian wytworzonego
pola magnetycznego. Dokonano opracowania uogólnionego opisu matematycznego pompy
pola typu RLC przeznaczonej do pracy jedno- i wielo-pulsowej. Analizowany układ pompy
został zaprojektowany i skonstruowany w celu weryfikacji eksperymentalnej wpływu gradientu
pola w czasie na efektywność procesu magnesowania pulsacyjnego dla trzech
zaprojektowanych cewek. Pomiar pola magnetycznego zachowanego w nadprzewodniku
masywnym chłodzonym z wykorzystaniem ciekłego azotu w temperaturze 77 K został
zrealizowany przy wykorzystaniu siedmiu czujników hallotronowych umieszczonych na
powierzchni nadprzewodnika. Umożliwiło to zarejestrowanie zmian pola w stanach
przejściowych i w stanie ustalonym.

Opracowany został model numeryczny bazujący na metodzie elementów skończonych
(MES) w celu weryfikacji i rozszerzenia uzyskanych danych pomiarowych. Opracowany model
matematyczny pompy pola został wykorzystany jako źródło prądu w przygotowanym modelu
MES. Zastosowany model pozwolił na uzyskanie danych niedostępnych lub niemierzalnych
tj. rozkład gęstości prądu wewnątrz nadprzewodnika, lub straty wytworzonych wewnątrz
nadprzewodnika w stanach przejściowych podczas magnesowania.

Wyniki badań eksperymentalnych i numerycznych potwierdziły wzrost zachowanego pola
magnetycznego wewnątrz nadprzewodnika wraz ze wzrostem szybkości zmian przyłożonego
pola magnetycznego. Uzyskano większe wartości uwięzionego pola magnetycznego wewnątrz
nadprzewodnika przy mniejszych wartościach szczytowych przyłożonego pola magnetycznego.

Przeprowadzona analiza umożliwia opracowanie mniejszych, kompaktowych pomp pola
magnetycznego, w szczególności pozwala na zmniejszenie rozmiaru cewek magnesujących
nadprzewodniki, które wykorzystywane są wewnątrz innych urządzeń jako źródła pola
magnetycznego zamiast magnesów trwałych np. silniki elektryczne.
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1
Introduction

1.1. Background and motivation
In recent years an increase of interest in superconductivity has been observed, especially in

high-temperature superconductivity [1]. It can be attributed to the discoveries of new
materials displaying superconducting properties at temperatures much closer to room
temperature (20oC) than ever before [2]. A new family of ferrite compounds known as
pnictides showing superconducting properties has been discovered in the last 15 years. Many
of the compounds achieving superconductivity at higher temperatures usually also require
high pressures measured in the range of gigapascals (GPa) [3]. The research groups continue
the pursuit of room-temperature superconductivity.

There are few areas of commercial applications where high-temperature superconductors
are used, which is due to possibility of using liquid nitrogen cooling. These applications are:
power electric transformers [4, 5], superconducting fault current limiters (SFCL) [5],
superconducting bearings [4, 6], superconducting magnetic energy storage (SMES) [4] or
power cables [5]. Compared to the conventional materials used in electrical engineering -
copper and aluminium; superconductors greatly reduce power losses. This allows for
conducting high currents, which results in a high value of magnetic flux density.

Superconducting coils are used as a source of strong, DC, or low-frequency AC magnetic
field, where achieving values of a couple of teslas is possible [7, 8], however high-frequency AC
current of significant value can also pass through superconductors [9]. The coils are wounded
using superconducting wires, consisting of multiple HTS tapes. To achieve higher values of
magnetic fields, it is necessary to increase the size of the coil using the same wire. As the coil
grows in size, the difficulty of cooling increases since the coolant has to be delivered to all parts
equally, without creating hot-spots, which might result in quench.

Another way to create high magnetic fields is to utilise bulk superconductors instead of
superconducting coils. The results published by [10, 11] had shown the possibility of achieving
trapped fields over 17 T. This is possible due to the high cross-sectional area of
superconducting material inside the bulks, compared to HTS tapes where current can flow. In
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order to trap the magnetic field inside the bulk superconductor, a flux pump is used, which
job is to produce sufficiently high fields. There are three basic methods of trapping magnetic
field inside the superconductor - field cooling (FC), zero-field cooling (ZFC) and pulsed-field
magnetisation (PFM).

The main interest of the following research presented in the thesis is the pulsed-filed
magnetisation, which differs from FC and ZFC in such a way that it relies on producing short
pulses of a strong magnetic field rather than slowly applying a field to the superconductor
(ZFC) or phase transition under the influence of magnetic field (FC). This allows for the
minimisation of a coil used for magnetisation since the pulse lasts for a fraction of seconds.
On top of that, the pulses can be applied multiple times to increase the total value of a
trapped magnetic field.

Superconductors can replace some of the conventional materials used in power converting
devices to increase their efficiency. Substituting neodymium magnets for HTS bulks
producing magnetic fields of a few teslas would increase power and torque density of electric
machines [12–14]. Such a feature could be beneficial for driving the propeller of an aircraft
[15], where reduction in mass is desired. Another area of application could be in particle
accelerators, and small, portable MRI or NMR apparatus, where currently large
low-temperature superconducting coils are used, cooled with liquid helium, which could be
replaced by HTS bulks [16, 17]. Last but not least, the high-field trapped-field magnets can
be used in highly sensitive electromagnetic fluid velocimeters [18].

1.2. Pulsed-field magnetisation in the literature
To generate a current pulse, a pulse generator is used in the form of a capacitor bank,

and a switch [19]. The circuit can be made as a quasi-sine wave or asymmetrical pulse-current
generator [20]. The capacitor bank could be charged from the power supply or from an electrical
grid via full-bridge rectifier [21]. An effect of different source voltage values has been investigated
[22], and it has been shown that higher voltages result in higher peak currents, thus higher
trapped fields. To further increase the voltage in the system, a voltage multiplayer can be
used [23–25]. The analysis of the influence of flux pump parameters is presented in [26], but
in a limited scenario for given values of R, L and C, as well as twofold change in values. The
circuit has additional diodes to prevent current oscillation. Depending on the values of circuit
components, the system can operate also as an oscillatory circuit [19], overdamped [27] or with
critical damping [28, 29].
It is also possible to control pulses via a solid-state switch, i.e. transistor to modulate the pulses
[30], which allows more precise control of the current waveform.

The pulses can be applied multiple times [31], to increase the value of stored flux, although
there seems to be a limit to the amount of trapped field, depending on the number of pulses.
The limit is related to the power losses and temperature diffusion within the bulk. There seems
to be an optimal amount of pulses, which, if exceeded, results in a decrease of trapped flux
[32]. It has been shown that the presence of a larger ferromagnetic core increases the stability
of trapped field with consecutive pulses [33] with sufficient cooling.
In the multi-pulse methods, it has been noted that the shape of the trapped field after the
first pulse should be M-shaped (along the bulk’s diameter), rather than inverted V-shape, to
achieve higher fluxes in consecutive pulses [34, 35].
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An improvement to the multi-pulse method has been introduced in the form of a modified multi-
pulse technique with stepwise cooling (MMPSC), where bulk is cooled to lower temperature with
each pulse. Such an approach has shown greater stability of trapped field during magnetisation
and increases it value significantly [36–38].

There are three commonly used types of coils for pulsed-field magnetisation - solenoid, split
coils and controlled magnetic density distribution coil (CMDC) being a combination of multiple
split coils [39]. It has been shown that solenoids generally provide lower magnetic flux density
since the magnetic field penetrates from the sides. In the split-coil system, the magnetic field
penetrates more from the top and bottom rather than the sides, resulting in higher trapped
fields compared to the solenoid [40].

Devices used for magnetisation are called magnetisers, which could be with or without a
ferromagnetic core. A ferromagnetic material creates a path of low reluctance for the
magnetic field. The presence of core increases trapped field by focusing the flux acting on the
bulk [41]. Although it has to be noted that values of the applied field presented in [41] are
higher than 2 T at peak, which results in saturation of the core.
It has been shown that the system with two cores and split coil performs better than with a
solenoid and core with only on one side of the bulk [28]. A good performance of the system
with core has been proven for fields above 3 T [42] for both split and solenoid coils.
The shape of a ferromagnetic core in the magnetising circuit plays a role. The authors of [43]
tested various shapes of the core in the vicinity of the bulk. The cylindrical core provides
uniform magnetic flux density, whereas the ring-shaped core focuses the flux on the
circumference rather than the center. The cross-shaped core was also used to match the
location of growth-sector boundaries on the bulk.

The influence of the dimensions (outer/inner diameters and height) of the solenoid coil on
the pulsed-field magnetisation has been analysed [44]. The coils presented by the authors [44]
have similar performance, although a bit different time constants. The coil with a larger inner
diameter tends to reach optimum flux density at lower values of the applied field, whereas the
coil with smaller diameters reaches higher trapped fields but at higher applied flux densities.
The split-coil is a derivative from axial-flux machine armature winding [45]. In the split coil
system, the outer radius of the coil should be between values of bulk outer radius and half of
it [46], which provides the highest values of the trapped field. The CMDC coil can be used
to generate high magnetic flux densities locally [47–49]. In these systems, the peak of the
trapped field creates a ring shape around the bulk, whereas in systems with solenoids, it is
more uniform, reaching a peak value at the center.

Most widely researched high-temperature superconducting materials for pulsed-field
magnetization are GdBaCuO (Tc = 95 K) [23, 24, 33, 38, 45, 48, 50–59], MgB2 (Tc = 39 K)
[28, 31, 60–75] and YBaCuO (Tc = 91 K) [20, 41, 76–81]. The popularity behind rare-earth
high-temperature superconductors is the possibility of cooling with liquid nitrogen (77 K) due
to high Tc and performance enhancement when cooled to lower temperatures with
cryocoolers. The MgB2 has a lower cost compared to already mentioned superconductors and
low weight but requires much lower temperatures to achieve superconductivity. Besides bulk
superconductors, HTS tape stacks with (RE)BaCuO superconductors are also utilised
successfully [82–87].

The trapped fields created using pulsed-field magnetisation can be at values of a couple of
teslas, way above 1.4 T [88] compared to the strongest neodymium magnets. Over the years,
the trapped magnetic flux density increased consistently with a better understanding of the
phenomenon occurring in the superconductors. The value of peak flux density of 4.5 T has
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been reached for YBaCuO bulk at 77 K [89]. Over 5.2 T has been reached for GdBaCuO
superconducting bulk by utilising the MMPSC method [90]. A bit lower field of 3 T, but with
a different aim of making the PFM system as portable as possible, was achieved for the same
superconductor [91]. A major leap in trapped fields was reached in 2003 by cooling the
YBaCuO bulk to 29 K to achieve 17.24 T [10]. Much later, the GdBaCuO with shrink-fit
steel ring and cooled to 26 K has trapped magnetic flux density of 17.6 T [11]. Another type
of used bulk superconductors used for magnetisation are HTS tape stacks, one of which made
out of SuperPower (RE)BaCuO tape with artificial pinning centers has reached 13.5 T at a
temperature of 10 K [92], whereas a hybrid stack reached 17.7 T at 8 K [93].
An important observation from the pulsed-field magnetisation study was that the
rate-of-change of applied magnetic field plays an important role in achieving flux jumps [91],
which can be exploited to achieve higher values of trapped fields [94], although the literature
on that topic is insufficient.

The comparison between bulks of different diameters has been made and shown that for
larger diameters, the flux cannot intrude into the center of the bulk. Thus higher trapped
fields are achieved for smaller diameters in a single pulse system [37]. Although, it has to be
noted that a much higher field can be reached for bulks of larger diameters if the multi-pulse
method is used [52]. Since the superconductors form crystals, the crystalline structure also
plays a role. In places where the seed is used, there has been observed the highest values of flux
densities [79, 95], regardless of the number of seeds [96]. Another common feature occurring
in bulk superconductors is the presence of growth sectors (GS) separated by growth sector
boundaries (GSB). Higher values of the trapped field have been measured on the GSB rather
than GS, which is attributed to higher pinning force in those regions allowing for better flux
penetration [53, 54, 97–99].

An important phenomenon occurring during pulsed-field magnetisation is a flux jump [94,
100, 101]. For low values of applied magnetic flux densities, the trapped field has a peak value
forming a ring shape on the surface, close to the edges of the bulk, and a low value of flux
density at the center of it (M-shape). The flux jump occurs after reaching a certain threshold
value of an applied field, resulting in a sudden increase of trapped field at the center of the
bulk [77]. One of the culprits behind this phenomenon pointed out could be the temperature
increase at the center of the bulk due to heat conduction within [70].

In most cases, the HTS bulks are cooled via cryocooler or submerged directly in liquid
nitrogen [22]. The former is rather used to achieve temperatures below 77 K, whereas the
latter is used due to ease of usage. There are also other possibilities of cooling with cryogenic
liquids such as neon [102], liquid helium [103] or liquid hydrogen [104], but those come at a
much higher cost compared to liquid nitrogen.
The effect of temperature on trapped field is significant [105]. It has been shown that type
of cryocooler affects the results of pulsed-field magnetisation [106] due to the heat removal
capability during the magnetisation. To increase the thermal conductivity from the bulk to the
coldhead, therefore increasing its thermal stability, a resin filler can be used [50].

The modelling of pulsed-field magnetisation usually aims to obtain the distribution of
current density within the superconducting bulk and magnetic flux density at its surface.
These fields are described in the form of partial differential equations, which can be solved by
describing the problem in a finite-element method (FEM) solver. This method allows for
finding a solution for complex geometries with different material properties.
To calculate the distribution of the aforementioned fields, different electromagnetic PDE
formulations are used. Historically the A−formulation was used the most [107–112],
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T−formulation [113–117] and E−formulation [118–121]. Currently, the most popular
formulation seems to be the H−formulation [122–133] since the application of nonlinear
characteristics of the superconductors is the easiest. During the pulsed-field magnetisation, a
significant amount of power losses and heat are generated, which results in a temperature rise
within the bulk, especially at higher values of an applied field. This highly affects the critical
current density and critical magnetic flux density of the superconductor; therefore, a thermal
simulation should be performed [57, 70, 76, 134–137] to more accurately analyse the
magnetisation process.

Another important factor taken into consideration is mechanical stress occurring in HTS
bulk [29, 138, 139]. The forces inside the bulk are due to high values of currents within that
interact with the crystalline structure of the bulk, which is prone to fracture [57]. In addition,
the high magnetic fields generated by the bulk also result in high forces when interacting
with other objects [136]. This requires a reinforcing ring around the bulk to improve both
mechanical and thermal stability [140, 141].
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1.3. Aim of the research
The literature review presented in the previous section has set a goal for the following

thesis, which is the study of the circuit used for pulsed-field magnetisation and its
components on the PFM process.

It has been noted that the RLC flux pump can be used as a pulse generator [19, 20]. The
effect of the voltage of capacitance on the trapped field has been studied in a limited way
[22, 142]. There has been a study describing the circuit with a nonlinear characteristic of
the superconductor and influence of a number of coils turns on the peak value of current, and
magnetic flux density [143]. There is also an analytical description of magnetic flux distribution
produced by the coil, which was compared to the solution produced by finite-element method
[144]. The study of coil dimensions on the effect of the trapped field has been made for
particular cases of solenoid [44] and split coils [46]. There has not been a comprehensive guide
for designing such flux pumps from an electric circuit point of view and the influence of coil
construction on the current waveform. The influence of circuit parameters on the current rate-
of-change and peak value has not been described in a consistent manner but has been mentioned
as one of the deciding factors when it comes to pulsed-field magnetisation [91]. The presence
of ferromagnetic core also plays a role in HTS bulk magnetisation [28, 41, 43] but its effect on
the current waveform has not been described throughout.

In numerous publications [28, 29, 32, 41, 138, 139, 144–149] applied field is produced by
current density source (1.1) or more commonly as magnetic flux density source (1.2), both
described as waveforms resulting from a critically damped RLC oscillator, which is a special
case of such a circuit [28, 29]. The RLC circuit for a pulsed-field magnetisation has been
described as oscillatory [19] and overdamped [27], but in a limited way.

Js(t) = Jmax
t

τ
exp

{
1− t

τ

}
(1.1)
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τ
exp

{
1− t

τ

}
(1.2)

The research indicates the importance of applied field rate-of-change on flux jumps,
resulting in higher trapped fields [91, 94], although the focus is usually on applying fields of
higher magnitudes instead [94, 100, 101]. The partial-differential equations used for modelling
superconductivity T−formulation (1.3) and H−formulation (1.4) use derivative of field as the
source.

∇× ρ∇×T = −µ∂ (T−∇Φ)
∂t

− ∂Bs

∂t
(1.3)

∇× ρ∇×H = −µ∂H
∂t
− ∂Bs

∂t
(1.4)

The following research hypothesis can be formulated:
An influence of the circuit parameters, especially coil inductance in flux pump
dedicated for pulsed-field magnetisation of superconductors, have an influence on
the trapped magnetic field. The effectiveness of pulsed-field magnetisation of
high-temperature superconducting bulks at 77 K can be enhanced by both the
peak magnetic field and its gradient over time.
The effectiveness is the subject of an improvement and comparative analysis and can be
expressed in terms of magnitude and distribution of trapped fields inside the bulk.
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1.4. Object of the research
The objective of the thesis is to investigate the system for generating a standing wave of

magnetic field - the flux pump dedicated for the pulsed-field magnetisation of superconducting
bulks. The system is composed of the coil, represented in the schematic of the equivalent
circuit model shown in Figure 1.1 as a series connection of resistance R and inductance L.
The coil converts electrical energy to the magnetic field that is used for the magnetisation of
superconducting bulk. The capacitor bank is represented in the lumped circuit model as single
capacitance C and serves as a source of current pulses.

Figure 1.1. Flux pump lumped circuit model

The analysis focuses on the influence of circuit parameters R, L and C on the current
waveform, as well as the design of the coil to achieve a magnetic field of required parameters -
peak value and its rate-of-change. The research is narrowed to the examination of a solenoid-
type coil. The effect of a different number of turns with the same wire and different wires
with a different number of turns is studied. The magnetisation of superconductors is done for
different voltages and capacitances. The investigation is conducted for one YBCO bulk shown
in Figure 1.2 with a diameter DHTS = 28 mm and height HHTS = 10 mm that is cooled with
liquid nitrogen, thus operating at 77 K.

Figure 1.2. YBCO bulk used for experimental investigation

Two coils using the same wire were primarily designed, constructed, and tested in the
system with different capacitance and applied voltages to test the stated hypothesis. As a
result of conducted measurements, the third coil has been designed and analysed
experimentally in the setup, with the most promising outcomes derived from the previous
analysis to conclude the hypothesis.
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1.5. Thesis outline
The following thesis has been divided into eight chapters, each subdivided into sections

and subsections for clearer division of discussed topics:
Chapter 1 is the current chapter, which contains the background and motivation behind the
following thesis, a review of the literature related to the pulsed-field magnetisation and the
hypothesis coming from the conducted survey.
Chapter 2 describes the fundamental properties of superconducting materials with an
emphasis on the topics related to the HTS bulk magnetisation, but also a general overview of
topics related to the superconductors, including history, discoveries and applications.
Chapter 3 aims to present a pulsed-field magnetisation in a broader view compared to what
has been described in Chapter 1. An overview and description of magnetisation methods,
systems and coils is presented.
Chapter 4 presents the design and modelling of the flux pump dedicated for pulsed-field
magnetisation of bulk superconductors. The research is based on analysis of lumped circuit
model of the flux pump and the influence of pump parameters - resistance, inductance and
capacitance on the current waveform. The magnetic circuit of the coil for bulk magnetisation
is designed and analysed to achieve design goals.
Chapter 5 describes experimental measurements of the PFM system. The results are
compared with numerical models of the flux pump derived in the previous chapter. The
analysis is carried out for different setups, where current waveforms are obtained and
magnetic flux densities are measured. The measurements are made for different voltages and
capacitance of the flux pump.
Chapter 6 contains information related to the modelling electromagnetic systems with a
finite-element method. A general approach to solving partial differential equations is
described as well as topics related directly to modelling superconducting materials. The
chapter aims to present a numerical analysis using FEM to evaluate trapped magnetic flux
densities inside the bulk superconductors during pulsed-field magnetisation achieved using the
analysed circuit. The data is compared with the experimental results.
Chapter 7 is dedicated to the discussion and summary of the whole thesis, where conclusions
are derived from obtained experimental and numerical data. Future research regarding flux
pumps for HTS bulks is also proposed.
At the end of the thesis, the bibliography and attachments are located.

22



2
Fundamentals of superconductivity

The following chapter focuses on introducing and presenting basic information regarding
superconductivity, mainly high-temperature superconductivity. Superconductivity is a
relatively old branch of science that was first discovered at the beginning of the 20th century
and has seen rapid growth since the discovery of high-temperature superconductivity in 1986.
This phenomenon can be analysed from different perspectives - condensed-matter physics that
lies in between quantum physics and material science, which can be named a microscopic
point of view, and electrical engineering standpoint, which would be a macroscopic or
engineering viewpoint. The low-temperature superconductivity has been successfully
explained by London theory [150], Ginzburg-Landau theory [151], as well as BCS theory [152],
the exact mechanism behind high-temperature superconductivity, is still debatable, not to say
- mysterious [153].

In the first Section 2.1, a brief introduction to the history of superconductivity and how it
compares to regular conductors is presented using electromagnetism to explain the occurring
phenomenon. In the second Section 2.2 critical parameters are discussed for superconducting
materials, which is followed by 3rd Section 2.3 discussing relations between those values. In
the next Section 2.4 the line between LTS and HTS materials is drawn by comparing those
materials from a material engineering point of view that results in anisotropic behaviour of
HTS. Section 2.5 has been dedicated to the description of losses occurring in superconducting
materials. The Critical State Model has been presented in Section 2.6 which describes the
magnetisation of superconductors in a simplified way. Section 2.7 describes applications of
the low-temperature superconductors briefly since these are widely used nowadays, whereas
Section 2.8 is dedicated to showcasing the present and future applications of HTS materials.
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2.1. Fundamental properties
The superconductivity phenomenon is a rapid decrease in resistivity of certain materials

with a decrease in temperature. Although this phenomenon occurs at low, cryogenic
temperatures, scientists still work on materials to achieve this phenomenon at room
temperature without extremely high pressure.
Heike Kamerlingh Onnes first discovered superconductivity in 1911, which was done when he
worked on achieving lower temperatures. The mercury sample was used to indirectly measure
the temperature by measuring its resistivity. During the measurement, a sudden decrease of
sample resistance was observed at around 4.2 K, which coincidentally is close to the boiling
temperature of liquid helium. The measured value dropped to almost zero, thus hinting at the
first observation of a new phenomenon for which Onnes won the Nobel Prize in physics in
1913 [154]. Superconductivity is a characteristic feature of many non-magnetic materials, yet
it is not limited to these. Most superconductors in the normal state are often good conductors
(i.e. aluminium), but not excellent conductors (i.e. copper or silver)[155, 156]. Below critical
temperature Tc superconductors experience phase transition from normal to the
superconducting state and fulfil both conditions:

1. the material lacks electrical resistivity (ρ = 0); currently measured values shows that it
drops to values at the order of 10−26 Ωm [157];

2. the magnetic field is expulsed from inside of the material, which is known as the Meissner-
Ochsenfeld effect or Meissner effect, where the material becomes a perfect diamagnetic;

Perfect conductivity is not equivalent to the existence of the superconducting state.
According to Ohms law: E = ρJ for a perfect conductor, there is no electric field inside
E = 0. When applying this condition to Faraday’s law of induction (2.1), it states that the
magnetic field inside the object is constant but not necessarily zero, thus making the second
condition mandatory. ∇× E = −∂B

∂t
E = 0

=⇒ ∂B
∂t

= 0 (2.1)

The Meissner effect - the total expulsion of the magnetic field from the superconductor - is a
more fundamental feature of superconductors compared to lack of resistivity. This effect
proves the existence of a new thermodynamic phase and phase transition [155]. In most of the
materials, superconductivity and ferromagnetism are contradicting phenomenons. The
existence of a local magnetic moment within the material is enough to destroy
superconductivity. Although, recently, in 2008, a new family of iron-based superconductors
was discovered, which occurs in iron pnictide compounds [158].
Above the critical temperature, the flux lines easily penetrate through the object as shown in
Figure 2.1a. If the material will transition to a superconducting state without the presence of
external sources of magnetic field and it will be applied afterwards, according to Faraday’s
law of induction (2.1) screening currents will be induced inside the material. These currents
will prevent the magnetic field from penetrating the structure of the material, as presented in
Figure 2.1b, resulting in zero magnetic fields inside the superconductor. By applying the
superposition principle and subtracting the magnetic field shown in Figure 2.1a from 2.1b, the
magnetic field created by screening currents will be as shown in Figure 2.1c.
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(a) (b) (c)

(d) (e)

Figure 2.1. Distribution of magnetic field inside and around superconductor: (a) above critical
temperature; (b) applying magnetic field after cooling superconductor below Tc; (c)
after cooling superconductor below Tc with applied external magnetic field; (d) applying
external magnetic field during phase transition from normal to superconducting state;
(e) trapped field inside the superconductor

However, if the material will transition to a superconducting state in the presence of an
external magnetic field and achieve perfect conductivity, as shown in Figure 2.1d, it will not
expulse the magnetic field from the inside. Instead, however, it will become a source of the
magnetic field itself. Thus, the magnetic field passing through the superconductor during
phase transition will be "memorized" by the object as presented in Figure 2.1e. This is possible
due to the existence of persistent current flowing through the material with no resistivity;
therefore, losses [155, 159].
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2.2. Critical parameters of superconductors
Every superconducting material can be described by three parameters related to its

operational limits, at which the transition from superconducting to normal (resistive) state
occurs [160, 161]. These are known as critical parameters, which are [162]:

• critical temperature Tc;

• critical flux density Bc or critical field intensity Hc;

• critical current density Jc;

When one of these parameters is exceeded, the transition between superconducting and normal
state is known as quench, due to its rapid transition.

Critical temperature is the main factor determining whether the phase transition
occurs in material. Below Tc, the material stays at a superconducting state and, at higher
temperatures than that, reaches the normal (resistive) state. The value of critical
temperature varies with material, purity, mechanical stress, pressure, or external magnetic
field influence. The temperature dependence of resistivity is visualised in Figure 2.2.
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Figure 2.2. Change of resistivity with temperature in conductors and superconductors

Over the years, multiple research groups and institutions worldwide have been set on a
conquest to find a material that will achieve superconductivity at room temperature and
atmospheric pressure. Currently, only a handful of discovered superconducting materials are
in use. Most commonly used are: Nb3Sn, NbTi, BiSrCaCuO, YBaCuO, GdBaCuO and MgB2
marked in Figure 2.3 [1, 2]. The first two compounds are mostly used in commercial and
research applications such as particle accelerators, MRI, nuclear fusion due to ease of
manufacturing and well-understood physics behind it, even though those require liquid helium
for cooling. Other mentioned compounds are high-temperature superconductors. The
magnesium diboride is a recent discovery that is promising due to ease of manufacturing [6].
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Figure 2.3. Graph of selected superconducting materials over time of their discovery with
corresponding critical temperature [1, 2]

Critical magnetic field relates to either magnetic flux density Bc or field intensity Hc
acting on a superconductor. It can either be a self-induced field due to current flow through
the superconductor itself or applied from an external source. Therefore, the state of the
superconductor is a superposition of the total magnetic field, both external and internal. A
single value of critical field Hc in type-I superconductors describes the transition point from
superconducting to the normal state. In type-II superconductors, there are two distinct values
of the critical magnetic field due to the existence of three different states:

• below Hc1 - superconducting state;

• between Hc1 and Hc2 - mixed (Meissner) state;

• above Hc2 - normal state;

For type-II superconductors, usually, the value of the second critical field Hc2 is used due to
the fact that Hc1 � Hc2. This means that in applications, type-II superconductors operate in
a mixed state. The critical magnetic field can be estimated as in (2.2) [4]. The dependence
between the magnetisation of a superconductor or the opposing field induced by the
superconductor and the applied magnetic field has been shown in Figure 2.4.

Hc ≈
√
Hc1Hc2 (2.2)

In Meissner state or mixed state, some magnetic flux penetrates the structure of the
superconductor [160]. This magnetic flux is quantized and has a value of [155]:

φ0 = h

2e = 2.0678 · 10−15 Wb

where: h = 6.62607015 · 10−34 J · s is the Plack’s constant; e = 1.602176634 · 10−19 C is the
elementary charge.
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Figure 2.4. Magnetisation of type-I and type-II superconducting materials

The quantized magnetic flux penetrates regions where quantum vortexes are created,
circulating currents within the superconductor structure. At the center of such a vortex, the
material is in a normal state. The quantum vortex can flow through the material in the
superconducting state. These currents flow in such a direction to sustain the flow of magnetic
flux. Two parameters characterize quantum vortices: coherence length ξc and magnetic field
penetration depth λ. The coherence length depends on temperature and tends to infinity
when temperature increases to Tc. The vortex has a core diameter equal to 2ξc. The magnetic
field penetrates according to the structure of the superconductor according to (2.3) [156]:

B(x) = B̂appe−x/λ (2.3)

When the magnetic field increases, more flux penetrates through the material, and more
vortexes are created. This happens up to reaching Hc2 where there is no space to fit all
vortexes on the superconductor’s surface, thus destroying superconductivity and material
transitions to the normal state. The mixed state of superconductivity from a thermodynamic
point of view is also called Abrokosov or Abrikosov-Schubnikov state. In this state, the
material can still lack resistivity but is not an ideal diamagnetic. The mixed state is a
complex phenomenon in itself. For high enough magnetic fields and temperatures, the
vortexes can create a fluid vortex phase. In this phase, the screening currents can be induced
while the resistivity of the material is non-zero. When analysing the magnetic properties of
superconductors, the object size and dimensions are essential. When an object has an uneven
shape in some regions, the magnetic flux density B can be zero, whereas, in others, it could
be non-zero. For type-I superconductors, some regions may reach Bc and be in a normal
state, and others may still be superconducting, which changes the effective geometry (the part
which is superconducting) of the object. In type-II superconductors, regions may be locally in
one of the three phases [155]. To determine at which different phase regions of objects are,
usually, the finite-element method is required.
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In literature, there are two ways of approaching the superconducting phenomenon on the
macroscopic level [159]:

1. The superconductor can be analysed as an object with properties of perfect diamagnetic
(χdia = −1), which has a distribution of diamagnetic magnetic moment inside. The
screening currents here are not considered explicitly. In this approach, the relation
between magnetisation M = χdiaH, applied magnetic field intensity H, and the
magnetic flux density B inside the object as shown in Figure 2.4 resulting in net-zero
field inside the superconductor (2.4).

B = µ0 (H + M) = 0 (2.4)

2. The superconductor can be treated as a non-magnetic object with magnetic permittivity
of vacuum (µ = µ0) in which stationary currents are flowing.

Critical current density Jc is a parameter describing the maximum value of current
density flowing through superconducting material. For type-I superconductors, the value of Jc
is equal to transport current for which the self-field reaches the value of critical field intensity
Hc within the superconductor [5]. In type-II superconductors, the definition of critical current
density is much more complicated due to current vortexes in a mixed state. The value of Jc is
higher than the current density responsible for magnetic field intensity of Hc1, yet lower than
the current density creating Hc2. Therefore, the definition based on critical field intensity is
not applicable [4].

Critical current density definition is thus based on thermodynamic magnetic field intensity
Ht which is between 1st and 2nd critical field intensity Hc1 < Ht < Hc2 [5]. The critical current
density Jc depends in reality on the mobility of quantum vortices in the superconductor. Every
quantum vortex experience Lorentz force according to (2.5)[159].

F = q (E + v×B) (2.5)

With an increase of the magnetic field acting on the superconductor, the mobility of quantum
vortices increases resulting in power losses, effectively causing a decrease of critical current.
Impurities within the material structure can minimise the movement of those vortices in a
superconducting material, which can be deliberately placed, thus creating localized potential
wells for vortices to reside. The value of Jc in type-II superconductors correlates with the degree
of defects in structure and can differ between samples of the same material.

Due to presented above difficulties, it is possible to define Jc based on the voltage drop
criterion. The critical current density Jc is a value of current density at which electric field
inside the superconductor is equal to critical electric field Ec. The value of Ec varies, but
typically it ranges from 1 µV/m to even 100 µV/m, depending on application and safety margin
[4]. This definition of critical current density can be used as a comparative value describing
features of superconducting materials in practical applications [155]. The relation between
electric field and current density has been primarily described by Anderson-Kim model [163],
but nowadays, the E-J power law is used, given by (2.6). The value of E is associated with the
vector field. However, the lumped measurement results in voltage drop U across the sample
of a given length when direct current I flows through as in (2.7). The U-I characteristics for
different powers of n are shown in Figure 2.5.
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E(J,B, T ) = sgn(J)Ec

(
|J|

Jc(B, T )

)n
(2.6)

U(I,B, T ) = Uc

(
I

Ic(B, T )

)n
(2.7)

Lower values of n mean stronger flux creep, and higher values represent stronger pinning. The
critical state model (CSM) assumes that either absolute value of current density is equal to |Jc|
or 0, which corresponds to n → ∞. It has also been shown that values of power n depend on
HTS operating conditions - magnetic field and temperature [164].
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Figure 2.5. Voltage-current characteristics for different powers n

The critical parameters commonly used in superconducting materials have been listed in
Table 2.1 [6]. Due to the crystalline structure of superconductors, there is a high anisotropy in
principal axes in some materials, which mostly occurs in HTS. This results in different values
of critical field acting perpendicular to a-b plane of crystalline structure denoted with subscript
ab and perpendicular to c-axis denoted with subscript c. In both cases, there are two values
of the critical magnetic field.

Table 2.1. Parameters of selected superconducting materials

Name Type Critical
temperature

Critical
current1

Critical
flux density2

NbTi LTS 9.5 K > 10 kA/mm2 Bc0 = 15 T
Nb3Sn LTS 18 K > 100 kA/mm2 Bc0 = 32 T
MgB2 LTS 39 K ≈ 10 kA/mm2 Bc0 = 74 T

YBCO − 123 HTS 92 K ≈ 200 kA/mm2 Bc1ab = 520 T Bc2ab = 650 T
Bc1c = 53 T Bc2c = 140 T

BiSCCO − 2212 HTS 85 K ≈ 1 kA/mm2 Bc1ab = 0.1 mT Bc2ab = 650 T
Bc1c = 19 − 22 mT Bc2c = 140 T

BiSCCO − 2223 HTS 110 K ≈ 2 kA/mm2 Bc1ab = 0.1 mT Bc2ab = 1210 T
Bc1c = 13.5 mT Bc2c = 39 T

1Theoretical value calculated for T = 0 K and B = 0 T
2Theoretical value calculated for T = 0 K and J = 0 A/mm2
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2.3. Phase diagrams
The critical parameters: temperature Tc, magnetic flux density Bc and current density Jc

are interdependent [159, 162]. The value of critical current density Jc0 should be given only for
the temperature of 0 K, which is unachievable due to laws of thermodynamics; therefore, it is
a theoretical value picked for purposes of modelling behaviour of superconductor is described
by (2.8), when the temperature approaches Tc, the value of critical current decreases.

Jc(T ) = Jc0

[
1−

(
T

Tc

)2] 3
2

(2.8)

The temperature also influences the value of critical magnetic induction Bc, which value
decreases as temperature increases according to (2.9). The value of critical magnetic
induction Bc0 is given at a temperature of 0 K and no applied current flowing through the
superconductor.

Bc(T ) = Bc0

[
1−

(
T

Tc

)2]
(2.9)

In the case of type-I superconductors, the diagram splits space into two states -
superconducting (below the surface) and normal (above). As long as the operating point stays
within the boundary given by the surface, the superconductor remains superconducting. For
type-II superconductors, the phase diagram splits space into three states: superconducting,
mixed and normal. Both values of critical magnetic flux density Bc1 and Bc2 are described by
(2.9) with adequate subscripts. The dependence between temperature and magnetic flux
given by (2.9) has been shown in Figure 2.6. The critical current density also depends on the
applied magnetic field. The influence of magnetic field and temperature on critical current
density is given by (2.10).

Jc(B, T ) = Jc(T )
(

1 + |B|
Bc(T )

)−1

(2.10)
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Figure 2.6. Critical magnetic field intensity with respect to temperature for (a) type-I
superconductors; (b) type-II superconductors
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Equations (2.8), (2.9) and (2.10) all form a set of equations that are describing a general
behavior of superconducting material when exposed to temperature and magnetic field of known
value [155, 161]. These equations describe both type-I and type-II superconductors, and results
can be represented as the three-dimensional surface of critical parameters Figure 2.7. Finally,

Figure 2.7. Boundary surface of critical parameters of superconducting materials

the value of critical current density influences the value of electric field intensity Ec through
(2.6). The influence of magnetic field and temperature on the E-J power law is shown below.
From a practical point of view, where voltage and current are measured, the (2.6) can be
expressed in terms of current I and voltage U across sample giving U-I power law described by
(2.7) [159]. When critical current Ic decreases due to an increase of temperature or magnetic
field, the U-I characteristics is presented in Figure 2.8.
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Figure 2.8. Voltage across superconductor with respect to current through superconductor for
different critical currents
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2.4. Anisotropy
Low-temperature superconductors usually are pure elements (i.e., lead, aluminum) or

simple compounds (Nb3Sn) shown in Figure 2.9a, which form a crystal lattice [162]. On the
contrary, high-temperature superconductors are most likely ceramic materials formed by
many different elements. High-temperature superconductivity was discovered in cuprate
(copper-oxide compound) like LaBaCuO in 1986 [165]. It is worth mentioning that
copper-oxide is not a superconductor itself. A characteristic feature of high-temperature
superconductors at the atomic level is the existence of copper-oxide planes (a-b plane), which
seems to be the key to the superconductivity phenomenon [166]. These planes are responsible
for anisotropic properties in cuprate-based HTS and are also visible in other compounds such
as YBCO and BSCCO shown in Figures 2.9b and 2.9c respectively [5, 155, 159, 161].

(a) (b) (c)

Figure 2.9. Crystalline structure of superconducting materials (a) Nb3Sn; (b) YBCO; (c) BSCCO

In crystalline structure of presented HTS materials, there are three principal axes - a,
b, c. The highest value of critical current occurs in the copper-oxide planes, which is the
a-b plane. In the c-axis, perpendicular to copper-oxide planes, the critical current can be
even tenfold smaller due to much lower conductivity [160, 167]. However, the magnetic field
acting perpendicular to the a-b plane decreases the value of Jc the most [168]. This is due
to the formation of quantum vortices on the plane in the mixed state, which increases local
current density. However, the magnetic field acting perpendicular to the c-axis (parallel to a-b
plane) has the smallest effect on critical current density [155]. The perpendicular and parallel
components of the magnetic field acting on the structure are essential to the operation of HTS
devices. Therefore, the values of these components (mostly perpendicular) are affecting critical
current density. The effect of this anisotropy can be incorporated into (2.10), which results in
the empirical formula known as Kim’s equation (2.11) [159].

Jc(B, T ) = Jc(T )
1 +

√
(k ·B‖)2 +B2

⊥

Bc(T )

−b

= Jc(T )
1 +

√
(k · |B| cos θ)2 + (|B| sin θ)2

Bc(T )

−b
(2.11)
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The components of the magnetic flux density acting on the superconducting tape and the
effect of the field acting at a different angle to the tape on its critical current have been
presented in Figure 2.10.
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Figure 2.10. Effect of magnetic field on critical current depending on angle between ab-plane and
magnitude of magnetic field

High-temperature superconductors mostly come in two forms - superconducting tapes or
bulks. To deliver power from a source to a load, HTS tapes are used. Two main kinds of
tapes were developed: 1st generation (1G) or 2nd generation (2G) tapes. The HTS material in
1G tapes forms thin strands (Figure 2.11a), whereas in 2G exists in the form of layered structure
(Figure 2.11b) [5]. The manufacturing technology of 2G tapes requires additional layers for the
orientation of the HTS structure in the desired direction. The layers of HTS material are
oriented in such a way as to achieve the highest possible critical current density along the
tape’s length. The HTS material thickness inside the tape is in order of micrometers. The rest
consists of other structures dedicated to HTS crystal alignment like substrate and buffer stacks
or stabilisers to provide mechanical rigidity. For example, at the temperature of liquid nitrogen,
the American Superconductor with 100 µm thickness and 4 mm width, where the thickness of
superconductor is 1 µm can conduct up to 100 A of direct current [155, 160, 167].

(a) (b)

Figure 2.11. Tape construction (a) 1st generation (1G); (b) 2nd generation (2G)
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Another way to manufacture superconductors is to form bulk crystals. In most applications,
the YBCO superconductor is used. A commonly used method for obtaining HTS bulks is the
top-seeded melt growth (TSMG) process. During that process, Y-211 particles (green) are
trapped inside the YBCO matrix. Those imperfections in the Y-123 matrix (black) could cause
inhomogeneity of critical current in bulk and possibly in output magnetic flux [169]. These
bulks have a place from which the crystal growth started. Both forms of YBCO can be seen
in Figure 2.12a. The result of the TSMG process is a bulk crystal of superconducting material
with an attached seed, which is removed in postprocessing [169]. The seed is a cube from which
the growth starts - meaning that its structure becomes repeated. Since the cube facets are
squares with two diagonals, these structures are also present in created bulk. These diagonals
extend radially from the bulk’s center and are called growth sector boundaries (GSB), whereas
the area between these boundaries is called growth sectors (GS). The presence of both GS
and GSB are presented in Figure 2.12. It has been shown that pinning in GSB is higher
than in the GS region [39].

(a) (b) (c)

Figure 2.12. YBCO bulk with visible: (a) fractions of non-superconducting Y-211 (green) and
superconducting Y-123 (black); (b and c) growth sectors (GS) and growth sector
boundaries (GSB)

Bulks can be made into different shapes shown in Figure 2.13 and reach dimensions of a
couple of millimeters; therefore, currents flowing through these structures are thousands of
amperes and can be a source of the magnetic field of couple teslas [162].

(a) (b) (c)

Figure 2.13. YBCO bulks: (a) round; (b) square; (c) hexagonal
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2.5. Power losses
Resistance arises in ordinary type-II superconductors at low frequencies (≤ 50 Hz) due to

flux flow and flux creep. The interest in using type-II superconductors in various applications
has increased due to outstanding critical current values and higher critical field values than
type-I superconductors. However, the disadvantage of type-II superconductors lies in the
mixed state, which leads to magnetic field penetration and fragility of the structure. The
superconductors are rarely used independently; instead, they are used in tapes or cables. In
other applications, superconducting bulks are used, sometimes with stainless rings around
them, to provide mechanical stability in excess mechanical stress. Therefore, in some cases,
there is a need to include losses occurring in or due to the existence of these structures. The
AC losses in superconductors can be divided into the following categories
[155, 159, 161, 162, 170]:

• transport current losses

– flux flow losses;
– hysteresis losses;

• magnetisation losses

– hysteresis losses;
– coupling losses;
– eddy current losses;

2.5.1. Flux flow losses
The quantum vortices experience Lorentz force (2.5) and its value depends on the applied

magnetic field and current density. When the value of force is not high enough, the movement of
vortices is restricted by potential wells (pinning). On the other hand, with the increase of force
or temperature, the potential well is not enough to keep vortices in place, which start to move if
pinning is weak or jump in the direction of the applied force from one potential well to another
if pinning is strong [171]. When a high-temperature superconductor is exposed to a magnetic
field, either self-induced or external, the magnetic flux penetrates through the structure in the
mixed state in places where quantum vortexes are forming. The superconductor material is not
pure and has some defects in the crystalline structure on which these vortexes can reside due
to the existence of potential wells. In pure superconductors, vortexes form an Abrikosov vortex
lattice [172], where vortexes are arranged as hexagons. When there are randomly occurring
defects in the superconductors, these vortexes are arranged randomly and form a glass vortex
state. The degree of imperfections, therefore, the depth of potential wells, dictates the mobility
of vortexes. In order to restrict the movement of fluxons, this means - increases potential
barrier for their movement, some imperfections are introduced intro superconductors structure
deliberately. These places are called pinning centers, which can be created by mixing a ratio
of superconducting and non-superconducting compounds. For example, during the production
of the YBCO superconductor, there could occur Y-123 (superconducting) and Y-211 (non-
superconducting) compounds mixed together during the manufacturing process [173]. Other
ways include adding caesium or zirconium in the form of oxides or other compounds [174]. The
pinning centers can also be created as small holes in thin films using a laser [175].
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2.5.2. Hysteresis losses
The hysteresis losses are created during the demagnetisation of superconductors. When the

magnetic field is applied to a superconductor, there is an induced screening current flowing
inside the superconductor and has such value that it opposes this magnetic field [159]. This
current results in the apparent magnetisation of superconductors. When applied magnetic field
changes, this implies that the value or even direction of this current has to change. During
this period, losses occur [171] or can be calculated as an area encapsulated by hysteresis loop
shown in Figure 2.14. Similarly, hysteresis losses occur when AC current flows through the
superconductor and induced self-field opposing change of the current direction and depends
on the frequency [161]. Hysteresis losses are dominating part of AC losses in HTS wires,
and value depends on frequency [170]. The value of AC losses related to the flow of current
through superconductor [171].
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Figure 2.14. Example magnetisation hysteresis of a superconductor obtained numerically with E-J
power law using Bean’s model (n→∞), and with applied Kim’s model

2.5.3. Coupling losses
The coupling losses may occur in either multifilamentary tapes, wires, or superconducting

coils, where turns are not insulated. The losses occur in the stabilizer matrix of wire, which is
usually made of copper or silver. The losses are due to current flow through those structures,
causing ohmic losses. In order to cause coupling losses to occur, an external magnetic field is
required, which forces electrical coupling between neighbouring strands of the superconductor
to couple as shown in Figure 2.15. The external AC magnetic field creates eddy currents in
every strand of the superconductor and induces voltage potential differences between those.
At low frequencies, the currents flow only through superconductors since those have much
lower resistivity than the surrounding matrix, which at this point has much higher electrical
resistance (Figure 2.15a). For higher frequencies, the potential difference is high enough to
force current flow through the matrix between strands. This causes a multifilamentary wire to
behave as a single-strand wire, significantly reducing critical current due to increased hysteresis
losses (Figure 2.15b). These losses can be minimised by intertwining or twisting strands as for
example, in Roebel cable. This technique reduces the effective length of the wire and limits
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the electric field, significantly reducing coupling between strands. Another way is to introduce
a material with high resistivity into the matrix, usually around every strand, which increases
the required potential difference for currents to flow between strands [170].

(a) (b)

Figure 2.15. Effect of external magnetic field on multifilamentary superconducting wire: (a) no
coupling between strands at low field; (b) coupling between strands at high field

2.5.4. Eddy current losses
The eddy current losses are related to the skin effect and occur in the matrix of

superconducting wire. Those currents are created when a wire is exposed to the AC magnetic
field, which induces an electric field inside the matrix, forcing the current to flow. The current
density inside conducting material is not distributed evenly. It decreases with the distance,
which strictly depends on material properties such as resistivity ρ, magnetic permeability µ,
and frequency f of the magnetic field. The current density decreases exponentially with
distance, and the rate of current density change is given by a characteristic parameter known
as skin depth which can be calculated by (2.12) [176].

δ =
√

ρ

πfµ
(2.12)

At low frequencies, the skin depth is negligible, and eddy currents flow through the whole
cross-section of the matrix. With an increase of frequency, the current density of eddies starts
to be uneven in some places leading to an increase of current density and decrease in others.
This decreases effective cross-section of matrix Aeff leading to increased Joule losses given
by (2.13). For high enough frequencies, eddy currents start to flow only on the surface of
the matrix. These losses are proportional to the square of frequency, and the amplitude of
the magnetic field Ĥ [176].

∆P = ρ|J|2 ∝ ρ

Aeff
f 2Ĥ2 (2.13)

To minimise these losses, it is recommended to have a matrix with dimension perpendicular to
the magnetic field at most of the size equal to skin depth given by (2.12) for a given frequency.
This ensures that current density through this cross-section will be uniform and not cause
excessive losses if induced.
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2.5.5. Flux creep
During magnetisation, a relaxation of the magnetic field inside the superconductors has

been observed. This phenomenon has been named flux creep due to a change of magnetic
field gradient. It has been observed in different superconductors, both LTS and HTS. The
determining factors seem to be low pinning due to relatively high temperature and strong
magnetic field. The relaxation is connected to the vortex movement, leading to power losses
due to flux flow. The flux creep is thus responsible for the vanishing of the trapped magnetic
field in bulk superconductors [86, 177].

The flux creep is a type of diffusion of vortices within the superconductor and leads to
power dissipation over time. Only for low enough current density, where the magnetic field
does not exceed Hc1 the losses do not appear, but such small values for high-temperature
superconductors are not sufficient for many applications. Therefore, trapped-field magnets
(TFM) will lose stored magnetic fields over time and require periodic magnetisation [86, 177].
With further increase of force or temperature beyond flux creep, which leads to a state flux flow.

2.6. Critical state models
The critical state model (CSM) is also known as the Bean’s model and is based on the

assumption that the superconductor behaves as an ideal conductor. The CSM can be
represented in three key points [178, 179]:

1. The current density can be either equal to critical current density |Jc| in the critical region
or 0 in flux free region.

2. When an external magnetic field induces a current in a superconductor, the critical region
appears from the object’s edges.

3. The distribution of critical current always prevents changes in the magnetic field inside
the superconductor.

The magnetisation process begins with a non-magnetised sample. The magnetic field starts
penetrating the superconductor from the edges, which results in induced current density equal
to Jc (Figure 2.16-1). As the value of the applied magnetic field continues to rise, the
magnetic flux penetrates through the superconductor due to quantum vortices (Figures 2.16-2
and 2.16-3). At this point, the magnetic field starts decreasing, which leads to decreasing the
value of flux starting from the edges. The gradient of flux density changes locally, thus the
direction of current flow (Figure 2.16-4). While decreasing the flux density, the induced
net-zero current through superconductor is zero (Figure 2.16-5). As flux continues to decrease
(Figures 2.16-6 and 2.16-7), a more pronounced peak magnetic flux density is seen in the
center of the superconductor, and the distribution of flux is V-shaped (Figure 2.16-8), but is
inverted compared to what is seen in Figure 2.16-2. When magnetic flux is applied further in
the same direction, the flux generated by the superconductor shifts, and the current density
stay the same (Figure 2.16-9). The process leads to a hysteresis loop since from the first step
(Figure 2.16-1) onwards since the magnetic fluxes are adding up, which causes shifting or
gradual change in the slope of the field starting from the edges, and the direction of current
changes instantaneously.
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Figure 2.16. Magnetisation of superconductor in steps under critical state model
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2.7. Applications of type-I superconductors
The main utilised feature of superconductors is the capability to conduct high current

density with little to no losses. The superconductors are manufactured in two primary
forms - cables or bulks. Depending on the application, one or the other is used. In most of
the applications, low-temperature superconductors are present since those are well examined,
with predictable behaviour, and backed up with the well-established theoretical background.
This is why cables made of LTS materials are used in medicine, particle accelerators, or fusion
reactors. The manufacturing process of LTS cables is simple and is based on repetitive
drawings of copper tubes filled with superconducting material to achieve multi-strand wires.
The main downside of using LTS is the necessity of cooling with liquid helium (LHe) at the
temperature of at most 4.2 K, which is expensive and requires special handling. Although
other cryogenic liquids can be used, like neon or argon, the LHe is mostly used due to its
safety, relative abundance (compared to neon or xenon), and unique state - superfluidity.
Though, high-temperature superconductors are gaining more interest in recent years in some
areas [159].

(a) (b) (c)

Figure 2.17. Types of LTS cables in systems: (a) MRI; (b) NMR; (c) CERN magnets

The main area of application for superconductors is medicine, where it is used in magnetic
resonance imaging (MRI) or nuclear magnetic resonance (NMR). Superconducting cables are
used to create a magnetic field of flux densities reaching a couple of teslas. In MRI machines,
mainly NbTi low-temperature superconductors are used [161]. For NMR, either NbTi or Nb3Sn
are used [161, 180]. It can be seen that in MRI cables, copper occupies a huge percentage of the
cross-sectional area (Figure 2.17a) of the cable in order to increase its thermal stability. In the
NMR, such a safety margin for stability is not as important, and the matrix can occupy a lower
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volume (Figure 2.17b), thus resulting in an overall smaller device. In these machines, coils are
usually energized at the manufacturing facility to the nominal value and seldom require boosts
of current due to losses occurring on contacts and during operation. The machine also consists
of gradient coils that require power supply during operation [162]. LTS are widely used in the
field of particle physics, where coils produce high values of magnetic flux density to control the
direction of charged particles. In CERN (fr. Conseil Européen pour la Recherche Nucléaire), for
example, coils are manufactured as Rutherford cables seen in Figure 2.17c, which is different
in construction from MRI or NMR multi-strand cables [1, 8]. Here, individual strands are
braided and interlaced. The copper matrix consists of much lower volume than in other cables
mentioned above to lower cost and wound coils as compactly as possible due to high strain
and stress occurring during operation. Besides particle physics, the LTS are used in the new
generation of fusion reactors, which supposedly should produce more energy that is required
to feed into the system. The coils are also made of Nb3Sn, and NbTi cables with the cooling
channel inside, which are known as cable-in-conduit conductors (CICC) [4, 5, 181].

2.8. Applications of type-II superconductors
So far, high-temperature superconductors will not replace LTS in applications mentioned

above, even due to higher critical parameters, with even higher safety margins when cooled
with LHe. However, the high-temperature superconductors so far are used in various power
electric applications. This is attributed due to liquid nitrogen (LN) that could be used to
cool HTS, which is easier to handle and cheaper than liquid helium. The LN also has good
insulating properties and has a higher breakdown voltage than SF6 [4, 170, 181] making it
suitable for high-voltage applications.

2.8.1. Cables
Single tape is rarely used to transfer power but rather is combined with multiple tapes to

form cables to increase current capacity since cooling and construction of a cable remain
similar wheater there is a single strand or multiple. By replacing conventional power lines
with superconducting cables, it is possible to increase power density and decrease power
losses. Superconducting power cables can be divided into two main categories: with warm
dielectric and with cold dielectric. In cables with warm dielectric only superconductors are
cooled, and dielectric operates at its normal temperature, whereas in cables with cold
dielectric, the insulation is also exposed to the coolant.

HTS tapes are not used in power cables as parallel straight strands stacked together due
to high mutual inductance and high magnetic flux densities acting on tapes, resulting in non-
uniform current density shared between tapes, but rather are interlaced in some way. One of the
ways to interlace individual tapes is by continuous transposition, also known as Roebell cable,
which consists of tapes cut into a shape allowing for intertwining [170] shown in Figure 2.18a.
This reduces coupling losses and increases overall current capacity compared to single tape with
the same amount of superconducting material inside. Another type of cable is Conductor on
Round Core (CORC) cable, where tapes are wounded in a helix on the round core as shown in
Figure 2.18b. Both have their advantages and disadvantages - the cross-section of the Roebell
cable is smaller compared to CORC, but half of the material is wasted since the tape is cut to
obtain a specific shape from a wider tape. On the other hand, the current capacity of CORC
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cable is lower compared to Roebell, with the same amount of material used. Finally, there
are a couple of places where superconducting cables were used to deliver electricity, like, for
example, an HTS cable in Essen [5].

(a) (b)

Figure 2.18. Types of HTS cables (a) Roebell; (b) CORC

2.8.2. Superconducting fault current limiters
Superconducting fault current limiters (SFCL) are gaining popularity in recent years due

to their astounding properties of rapid current limiting properties and success. In
conventional current limiters, the time delay required for opening the circuit is at least equal
to half period current waveform in the grid. In SFCL, the current is limited when reaching
critical current, which is within the quarter of the waveform cycle and acts instantly as shown
in Figure 2.19 [182]. In the nominal operating state, the SFCL has a minimal impedance
value, and with an increase of current, the impedance rises due to the transition from
superconducting to the normal state of the used superconductor. Another advantage of SFCL
is the capability of returning to the normal state on its own when cooled. The principle of
operation of superconducting fault current limiters is based on the nonlinear resistivity of
superconductors given by E-J power law - when current is low, the superconductor has little
to no resistance. With the increase of current, the resistance rises steeply. There are two basic
types of SFCL: resistive and inductive.

Figure 2.19. Current behavior during fault in system with SFCL (blue) and without (red)

The resistive type is connected in series with a circuit as presented in Figure 2.20a, and
when the current exceeds the critical value, the superconductor limits the current due to the
increase of resistance. The inductive type SFCL has a similar construction to transformers, as
shown in Figure 2.20b. The primary circuit is connected in series with the circuit and usually
is made of copper or aluminium. The secondary winding is made of a superconductor, which
is shorted. During nominal operation, the magnetic fluxes created by primary and secondary
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windings counteract each other in the magnetic core, leading to very low impedance. When
the current rises in the primary winding, the current flowing through the secondary will exceed
critical value and no longer be superconducting. Then, fluxes will not be counteracting, and
impedance measured from primary terminals will increase, limiting the current rise. In both
types of SFCL, either HTS cables or superconducting bulks are used [5, 182].

(a) (b)

Figure 2.20. Superconducting fault current limiters (a) resistive; (b) inductive

2.8.3. Superconducting transformers
In superconducting transformers, one or both windings are replaced with a superconductor,

but usually, it is the low voltage winding replaced with HTS due to high currents. There
are two types of superconducting transformers - with warm-core (Figure 2.21a) or cold-core
(Figure 2.21b). The warm core means that ferromagnetic core is not exposed to cryogenic fluid,
whereas in cold core it is. Superconducting transformers can serve two functions simultaneously
- firstly, transform voltage and current, just as regular transformers; secondly, as current limiters
on the same basis as SFCL described above. Since liquid nitrogen has good electrical insulating
properties, it is possible to bring windings closer together, decreasing leakage reactance. This
decreases the shunt voltage of a transformer; therefore, voltage drop during operation and peak
current during short circuit state [4, 5, 182].

(a) (b)

Figure 2.21. Superconducting transformer with (a) warm core; (b) cold core
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2.8.4. Superconducting magnetic energy storage
Superconducting magnetic energy storage (SMES) systems store energy in a magnetic field

and are designed for rapid bursts of energy to be stored or deployed on demand. The value of
energy stored in a magnetic field of a coil can be calculated as W = 1

2Li
2, which clearly depicts

the main advantage of superconductors - high current density. The inductance of SMES coils
is in order of magnitude of a few henries. A typical operating circuit for connecting SMES coil
to the grid has been shown in Figure 2.22. The primary sources of losses are semiconductors
and connections [4, 161].

Figure 2.22. Power electronic system with SMES coil

2.8.5. Superconducting machines
Superconductors can also be used in rotating electrical machines like generators and

motors. The spectrum of applications is wide. Superconducting coils can be used as armature
windings [183] shown in Figure 2.23a, excitation winding [184] or rotor squirrel-cages in
induction machines [185]. The design process of superconducting machines require special
treatment due to the influence of magnetic field on superconductors [186, 187]. HTS bulks
can be used on the rotor, which, when magnetised, can replace permanent magnets in
synchronous machines [26] or if not magnetised, the machine can operate as a hysteresis
motor, which can be seen in Figure 2.23b. The great advantage of using superconductors in
electric machines, or transformers, is the possibility of increasing power density [4, 170].

(a) stator (b) rotor

Figure 2.23. Utilisation of superconductors in electric motors as: (a) stator coils [184]; (b)
superconducting bulks on rotor [26]
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2.8.6. Superconducting levitation
Due to the capability of becoming a source of the magnetic field, the HTS bulks can also

serve as bearings in machines, either linear or rotating, as presented in Figure 2.24a [6]. The
superconducting bearings provide excellent stability and no mechanical friction during
operation. This principle is also explored in superconducting trains such as Maglev or
Rapidtrans shown in Figure 2.24b [4, 6].

(a) bearing (b) Maglev

Figure 2.24. Utilisation of superconducting levitation (a) bearing; (b) Maglev

2.8.7. Magnetic cloaking
When an object has relative magnetic permeability significantly different than µr 6= 1, the

magnetic field will be disturbed. Magnetic cloaking is a way to cover the surroundings of
that object with such a combination of materials or geometry where the external magnetic
field is not disturbed [4]. The cloaking can be achieved by combining materials with magnetic
permeabilities on two opposing ends of the spectrum - ferromagnetics and superconductors
[170]. The superconductor will screen an object placed within the superconducting shell from
the magnetic flux (Figure 2.25a), whereas ferromagnetic material will attract it (Figure 2.25b).
When combined, the magnetic cloak is formed, which does not disturb the magnetic field on
the outside and shields from the magnetic field inside the structure as shown in Figure 2.25c.

(a) (b) (c)

Figure 2.25. Magnetic flux lines in different material: (a) superconductor; (b) ferromagnetic; (c)
superconductor surrounded with ferromagnetic
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2.9. Summary
Although superconductivity is a quite old phenomenon, it still holds many mysteries,

especially high-temperature superconductivity. Superconductor applications can be analysed
from the engineering point of view in certain systems, where one of the three critical
parameters are important: temperature, magnetic field and current density.
These parameters influence one another, and the exact operating point can be pinpointed on
or within the critical parameter surface. The fundamental relations used to analyse
superconductors from an electrical engineering point of view are a result of empirical data
rather than theoretical study. The high-temperature superconductors belong to type-II
superconductors where there are three possible regimes of operation: superconducting
(Meissner) state, mixed state and normal state. The range of operation in the Meissner state
is quite narrow since the first critical field value Hc1 is much smaller compared to the second
critical field value Hc2. In the mixed state, the magnetic flux lines penetrate the
superconductor structure depending on the value of the magnetic field, which results in
quantum vortices. The movement of these vortices is associated with flux creep losses, and to
limit this behaviour, some form of pinning is required, usually in the form of impurities either
introduced deliberately or due to the manufacturing process. Other forms of losses like
hysteresis losses are related to forcing current in the opposite direction than the electric field.
The existence of hysteresis can be explained in simple terms by the critical state model, which
states that a magnetic field penetrates through the superconductor starting from the outer
edges, and the gradient of that field determinates the current direction.

The high-temperature superconductors are anisotropic, which results in different critical
values along different principal axes. The highest values of critical current are observed for
the a-b plane, but the magnetic field acting perpendicular to that plane also has the strongest
effect. The most significant advantage of HTS like YBCO or BiSCCO is the ease of achieving
superconductivity by utilising liquid nitrogen for cooling. The liquid nitrogen is easy to
handle, does not require cryostats, is easily accessible and cheap. Although HTS materials
have outstanding parameters, especially when cooled way below critical temperature are not
replacing LTS in its current applications. Though, high-temperature superconductors may
shine in other areas in future, like electric power systems, electrical machines or
transportation.
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3
Magnetisation of superconductors

This chapter is dedicated to the magnetisation of high-temperature superconductors,
underlying phenomenon, flux pumps and results found in literature so far regarding the
process of magnetisation. The chapter starts with a brief introduction to the magnetisation of
superconductors (Section 3.1) that results in creating trapped-field magnets (TFM). The
second section contains information about two basic methods behind creating
TFMs (Section 3.2) that gives a context for the third Section 3.3. Section 3.3 describes a
pulsed-field magnetisation (PFM) method, which is the main subject of interest of this thesis.
Next, Section 3.4 contains a state-of-the-art systematic review of flux pumps dedicated to
PFM for trapped-field magnets made out of tapes or superconducting bulks. Various
constructions of flux pumps are described and ordered, depending on purpose and properties.
The chapter continues with Section 3.5 with a broad review of research on pulsed-field
magnetisation. The section includes a description of different magnetisation techniques and
topologies of magnetisation circuits, the role of pinning and anisotropy, as well as
mathematical description and theoretical limits of pulsed-field magnetisation.
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3.1. Trapped-field magnets
Superconductors dominate mainly power transmission applications, such as cables or

current-conducting parts of other devices. In the narrow field of applications, superconductors
can serve as a magnetic field source, similarly to permanent magnets (PM). The
superconductor-based magnets are also known as trapped-field magnets (TFM) [188–190],
indicating that magnetic field is produced via different means than remanent flux density in
PMs via an arrangement of magnetic domains.

In permanent magnets, the magnetic domains of ferromagnetic materials are responsible
for generating the magnetic field, such as neodymium magnets. At some point during the
manufacturing process, the magnets are placed inside a strong and uniform magnetic field
to align all magnetic domains inside the object, thus strengthening and orienting the output
magnetic field of PMs [4].

Storing magnetic field inside superconductors is based on a zero-resistance phenomenon,
whereby the magnetic field is created by inducing persisting superconducting current inside the
element. Without resistance, currents can flow for a long time. The methods of inducing such
current inside the superconducting structure can be divided into two distinctive techniques:

• static - field cooling (FC) and zero-field cooling (ZFC);

• dynamic - pulsed-field magnetisation (PFM);

3.2. Field cooling and zero-field cooling
In the field cooling (FC) method, previously mentioned in Section 2.1, the

superconducting material is exposed to an external magnetic field in a normal state as shown
in Figure 2.1d. During cooling below critical temperature Tc of material, the magnetic field is
"remembered," thus the object will act as a source of the magnetic field as seen in Figure 2.1e.
This "memorization" of the field passing through the superconductor during cooling can be
explained on the basis of achieving the lowest energy state. On the fundamental level, the
formation of Cooper pairs can explain this phenomenon during phase transition. In essence,
the electrons want to occupy the lowest energy state, and that is done by allowing the
magnetic field to pass through superconducting material without disturbing the field itself. In
order to pass that magnetic field, the superconducting current is formed, such that the
magnetic field does not change. After removing the external field, the currents persist inside
the structure, which results in the creation of a magnetic field; thus, the superconductor acts
as a source [178, 179].

In contrast, in the zero-field cooling (ZFC) method, as the name implies, the superconductor
is cooled below Tc without the presence of an external magnetic field (hence the "zero field").
The magnetic field is applied to superconductors in the already superconducting state. Applying
a magnetic field to the superconductor will induce an electric field inside the structure, resulting
in a current flow. On the one hand, the magnetic flux can penetrate the superconductor at the
London’s penetration depth [150] when in the superconducting state. On the other hand, due
to the low Hc1, the superconductor easily transitions to a mixed state; thus, some magnetic
flux penetrates the material’s structure. This method resembles forcing a magnetic field to
the superconductor by applying a stronger field gradually and building up the superconducting
current inside. The effect of applying an external magnetic field can be seen on the hysteresis
loop Figure 2.14. The main difference between FC and ZFC is that the magnetic field will
be "remembered" inside the structure as it was during cooling below the critical temperature.
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For ZFC, the final distribution of the magnetic field depends on the value and change of
the magnetic field over space and time. It has to be noted that changes in the magnetic
field over time are assumed to be much lower compared to the PFM method; therefore, it is
categorized as a static method [32].

In both methods, the applied magnetic flux has been removed (FC) or introduced (ZFC) in
some way, but it is assumed that the change of magnetic flux over time is negligible and will
not cause additional eddy currents, leading to sufficient power losses or temperature rise.

3.3. Pulsed-field magnetisation
The PFM method is based on the same principle as ZFC and is sometimes referred to as

pulsed-ZFC [191]. Compared to ZFC, in pulsed-field magnetisation, the change of magnetic
flux over time can not be neglected. The process of pulsed magnetisation, also known as flux
pumping relays on subjecting superconducting materials to pulses of the magnetic field. Due to
the zero-resistance phenomenon in superconductors, by exposing them to a varying magnetic
field, superconducting currents are induced, which results in the generation of the magnetic
field. The induced currents have the additive property that may cause an increase of current
density with consecutive pulses, therefore increase of the magnetic field. The magnetic field
produced by bulk superconductors is a DC field – meaning that applying varying magnetic
fields leads to the flow of DC current in superconductors without using any rectification circuit.
The complexity of pulsed-field magnetisation makes it difficult to create a generalised model of
flux pumping due to simultaneous phenomenon occurring during the process - the flux jumping
[94, 100, 101], power losses and temperature increase [57, 70, 76, 105, 134–137], the system
geometry as well as used materials, which influence magnetic field distribution [44, 45, 47–49].

3.4. Flux pumps
A source of the magnetic field is required to create trapped-field magnets (TFM). The TFM

comes in two forms - bulk superconductors and coils, also called superconducting magnets.
Starting from the latter - HTS coils are typically wound in a closed-loop as spirals or vortex
coils, where the superconducting current is induced. With a large number of turns, these can
serve as powerful magnets. The former type of TFM is based on superconducting bulks that
can either be made of solid crystal pieces of superconducting material or stacks made out of
HTS tapes. Every type of TFM requires a dedicated flux pump [192]. Generally, standing wave
systems are used for bulk superconductors, whereas travelling wave systems are rather utilised
for HTS coils. The travelling wave system requires space, through which the wave of magnetic
flux can travel. On the contrary, bulk superconductors or HTS stacks occupy a small space;
thus, applying standing wave can be more effective [22, 142] compared to thermally actuated
systems [193, 194]. The PFM process can also consist of multiple pulses to build up the current
in the superconductor, resulting in higher values of the magnetic field than applied in a single
pulse [31, 85]. This phenomenon has been explained quite recently [192] and is attributed to
the nonlinear resistivity of superconductors.

Similarly, HTS bulks can be magnetised using multiple pulses, but the dynamics of the
whole process is more complicated and will be discussed further below. A broader overview
of such pumps has been presented in [195]. The PFM systems can be categorised in different
ways, depending on specific features, which has been presented in Figure 3.1.
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Figure 3.1. Categories of flux-pumping systems for HTS

A significant DC current can be induced in superconducting tapes by applying AC magnetic
field. This phenomenon has been attributed to nonlinear characteristics of superconductors
[192], which is utilised mainly to magnetise HTS tapes, typically in coils with multiple turns.
It has a possibility of achieving high electric loading due to significant current. These systems
use two types of flux pumps that are based either on switches or waves. In switch-based pumps,
the systems have two loops - one containing a coil and another with source and switch. The
switching is carried out on the part of HTS tape by operating it between superconducting/mixed
and normal states. This can be achieved by exceeding one of three critical values, but the critical
field is at tens or hundreds of teslas for most high-temperature superconductors. Therefore the
magnetic field is not typically used as a switching mechanism. Usually, either current or thermal
switches are used, whereas, in the case of the current switch, the magnetic field can be applied
to lower the threshold of the switch [189]. The superconducting switch acts as a relay that
directs the current to the coil. Generally, the transformer is used as a source of current for such
pumps, therefore are called Switched Transformer-Rectifier Pumps [189, 196, 197].

On the other hand, the magnetic wave systems do not require any switching. To induce
a current in tapes, some system generating travelling wave is used that usually resembles
parts of electric machines, i.e. stator of a linear motor. The Linear Electromagnets-Based on
Traveling Wave Flux Pump consists of a set of electromagnets operating in consecutive order
to generate a linearly travelling magnetic wave [198]. The advantage of such a system is the
possibility of precisely controlling the wave’s shape (amplitude and frequency), but that comes
with the disadvantage of a very bulky system generating a lot of heat in the process. Another
more compact version with high promises is an HTS dynamo, conventionally named as Rotating
Magnet-Based Traveling Wave Flux Pump [199, 200]. The travelling magnetic wave is generated
by rotating magnets. The influence of magnet shapes has been investigated [201]. It has been
shown that DC current can be induced in HTS coils by applying standing or travelling waves
[202]. The possibility of inducing DC current in coils might allow creating HTS DC generators
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or motors with DC excitation without rectifiers or commutators, therefore resulting in higher
efficiency [185, 189].
The idea behind using pulsed-field magnetisation is to exploit the highly nonlinear resistive
characteristics combined with nearly zero resistance to induce DC current in superconductors.
PFM systems based on electromagnetic coils are usually used for magnetisation of bulks [142,
143], whereas flux pumps utilising magnets are used for magnetisation of tapes [200].

The simplest of flux pumps utilises electromagnet, which generates standing wave and
therefore is called Electromagnet Based Standing Wave Flux Pump [22]. The shape of the coil
and core may vary, but the principle stays the same, which is exposing a superconductor to
the applied magnetic field. The applied magnetic field is unipolar, thus has a DC component,
but the shape current waveform could be different. The current waveform can be generated in
various ways. One such pump is based on a capacitor bank, which can store energy and
deliver a high current quickly. To avoid oscillations and thus to alternate current, diodes are
used. Such a system can be called a LC Flux Pump.

The Electronic Switches-Based Transformer-Rectifier Flux Pumps [30] is another type of
flux pump, where a set of diodes and capacitor bank are replaced by a power supply and
controllable power electronic switches like transistors. The current waveform can be shaped
using the PWM method and has high dynamics in such a system.
It is rather uncommon to use thermally generated standing waves, but few have been built and
researched. In these systems, a material with temperature-dependent magnetic permeability is
used, such as Prussian blue [194] or gadolinium [193, 203] are ferromagnetics at 77 K, but when
heated up become weak paramagnetic. Thus, when immersed in liquid nitrogen, the part of
the magnetic circuit made of these materials diverges flux lines away from the superconductor,
but when heated up, allows the magnetic field to reach the bulk.

3.5. Features of pulsed-field magnetisation
According to the CSM, model [178, 179], the superconductor’s trapped magnetic field using

the PFM method can not exceed the trapped field using the FC method. That is due to the
heating of superconductors during the magnetisation process with alternating fields. Therefore,
the field cooling can serve as a baseline for magnetisation with a given system. However, there
are some advantages compared to field cooling. Firstly it is the size of the magnetisation system,
which for PFM, it can be smaller. Secondly, the time of magnetisation of a single pulse lasts
milliseconds. To achieve a high magnetic field, a decent number of ampere-turns is generally
required; therefore, most of the systems based on FC/ZFC rely on superconducting magnets to
minimise the impact of excessive losses in the system. In the PFM method, even copper coils
are sufficient because of the low duration of pulses; higher current values are achievable without
stressing the cryogenic system. The PFM systems can fit into the motor, or even armature
winding can magnetise bulks located on the rotor [142].

The HTS materials have a crystalline structure, and to grow superconducting bulks, a top-
seeded melt growth (TSMG) process is used where HTS crystal grows from seed. During that
process, Y-211 particles are trapped inside YBCO matrix [204]. Those imperfections in the
Y-123 matrix could cause inhomogeneity of critical current in bulk but form a pinning center
where the magnetic field can be anchored, preventing flux flow and increasing critical current
density. This results in notable growth sectors (GS) and growth sector boundaries (GSB)
visible on one side of the bulk. There is a notable difference in pinning on GSB compared to
GS. This results in non-axisymmetric current distribution on the a-b plane [39]. The influence
of multi-grain HTS bulks reveals slight anisotropy in trapped magnetic field [205].
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The PFM method is also referenced as the pulsed-ZFC method since the magnetic field
is applied when the bulk is already at a superconducting state. The theoretical limit of ZFC
is Btrap ≤ 1/2Bapp, therefore similar behavior has been expected from PFM. Although CSM
has predicted this limit for ZFC, it does not hold for all conditions since it does not consider
phenomena taking place in superconductors like flux-creep, flux-flow, or flux-jump. It has been
shown that it is indeed possible to achieve Btrap ≈ Bapp [191]. Although the PFM method
has high promises of achieving substantial trapped magnetic fields, besides having a theoretical
limit [190], there has been observed a limit coming from coupled multi-physical phenomenon
during PFM - mechanical, thermal and electromagnetic. It is expected that by applying the
magnetic field of higher peak values, the trapped magnetic field will also rise. That happens
up to some point where the maximum trapped field is achieved, and applying a field of higher
magnitudes results only in further decrease. This value has been named the optimum trapped
field [91] attributed to an excessive increase of temperature within superconductors, with higher
applied magnetic fields leading to a decrease of trapped field [91, 188].

The general limits of bulk magnetisation have been derived and compared in [206]. In more
general, the trapped field on the surface of bulk in the center can be calculated using (3.1)
which is bounded by Jc, bulk diameter DHTS and thickness HHTS. The correction factor k is
due to finite thickness and shape of bulk and can be calculated from (3.2) [112].

Btrap = kµ0Jc
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The magnetic field at some distance from magnetised HTS bulk can be calculated given the
(3.3) [112]. This is a result of applying Biot-Savart law to axisymmetric disc with uniform
current density within.
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For magnetic fields lower than the optimum value, the HTS bulk operates in the flux flow
region. In contrast, at a state of increased temperature, the resistivity rises due to flux creep,
which for sufficiently higher fields may lead to runaway effect decreasing trapped field
substantially [127, 188]. To prevent such effects, there have been attempts to increase pinning
inside bulk superconductors, which have been done by introducing pinning centers via
neutron bombardment of the crystalline structure to introduce defects or even placing
ferromagnetic rods within bulk [127]. Stronger pinning leads to a steeper E-J curve (2.6)
(Figure 2.5), which corresponds to higher values of power n > 20 and possibly even 2 or 3
times higher values of Jc. During the PFM process, the trapped field might have relatively
low values up to the point where a sufficiently high field results in flux jump leading to a
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trapped field of a magnitude similar to the applied field. For lower values of Bapp the peak of
trapped field forms a ring shape, whereas, for sufficiently high applied fields, it reaches peak
values at the center [205]. The flux jumps lead to a rapid increase in temperature [127, 207].

The HTS stacks made of superconducting tapes have been magnetised successfully,
achieving trapped fields of a few teslas. The major drawback is the active superconducting
cross-section area in such stacks where superconductor comprises a small percentage of total
cross-sectional area, but this also results in higher thermal capacity of the entire stack
improving its stability [82, 84, 208]. At cryogenic temperatures below 100 K, it is important
to take the influence of the temperature into account, especially when materials are exposed
to wide temperature changes. Besides considering the influence of temperature on
superconductivity itself and critical parameters, the temperature influences the thermal
capacity of materials such as copper or stainless steel. Most of these characteristics are
nonlinear but also not monotonic functions of the temperature [127]. (Re)BCO
superconductors have a low thermal conductivity which does not favour PFM, and the
thermal capacitance decreases at lower temperatures [112]. Both effects result in a rapid
increase of temperature during PFM but also delay restoring superconducting/mixed state
within the superconductor [127]. The arrangement of HTS tapes in the stack can affect the
gradient of the trapped magnetic field. The angled stack of HTS tape pieces has been shown
to achieve significant uniformity of trapped magnetic field [209] but of low value due to the
small cross-sectional area of individual tapes limiting the current.

Instead of using the single-pulse PFM method, the superconductors can be magnetised by
multiple pulses one after the other. The simplest multi-pulse technique relies on applying
identical pulses multiple times in a row. The pulses cause the magnetic field to penetrate the
superconductor structure and result in a build-up of subsequent pulses of magnetic flux. As a
result, the current density distribution within the structure is not uniform. The current
density regions created by every applied pulse can be distinguished from one another due to
zero current or zero magnetic flux regions, which are interleaving [208]. Another more
complicated variation is multi-pulse sequential cooling (MPSC), in which the main feature is
decreasing superconductor temperature after applying a number of pulses and continuing at a
lower temperature. The applied magnetic field also increases with every pulse since the
magnetised samples can handle higher magnetic fluxes, and heat can be removed easily at
lower temperatures without destroying superconductivity [82]. The modified MPSC
(MMPSC) requires additional temperate decrease with every pulse and has proven to be more
effective [36–38].

In electromagnet-based flux pumps, various coils are used: solenoid (Figure 3.2a), split
(Figure 3.2b), vortex (Figure 3.2c), or controlled magnetic density distribution coil (CMDC).
Each has its unique features related to PFM. Solenoid coils can be used as part of a larger
system with or without ferromagnetic core [40]. The ferromagnetic material can either be small
and placed in the vicinity of the bulk or form a magnetic core like in inductors with an air gap,
where instead bulk is located. The core focuses the magnetic field onto the bulk, which increases
the trapped field [40, 205, 210]. The bulk should be located in the center of a solenoid, where
magnetic flux has the highest value to achieve good performance. During the PFM process,
the magnetic field penetrates HTS bulk from its edges to the center [40, 127, 210].

Split or pancake coils are another commonly used type of coil in electromagnetic PFM
systems. Coils are formed as spirals or pairs of solenoids. The coils are called pancake coils
when the whole cross-sectional area is populated by the wire, whereas split coils refer to a
double solenoid system. The key difference between the split and the single solenoid coil is
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(a) solenoid coil (b) split coil

(c) CMDC coil

Figure 3.2. Types of coils used in PFM systems with 3D view (left) and 2D cross-section (right):
(a) solenoid coil; (b) split coil; (c) CMDC coil

that usually, in the former, the bulk is located in between coils. When using split or pancake
coils for PFM, it has been observed that the magnetic field penetrates HTS bulk from top and
bottom instead of edges. This results in a higher magnetic field than in single-solenoid systems
[39, 40, 207, 210]. Similarly to solenoid coils, the presence of iron yoke increases the trapped
field [205]. It has been observed that a higher magnetic field is achieved on GSB compared
to GS [39]. Spiral coils can be found in axial-flux machines with HTS bulks mounted on the
rotor; therefore, they can be magnetised in place [211].

A CMDC coil is similar in build to the split-coil, but instead of placing all turns uniformly
in the axial direction in the same radius, the radius of some turns may vary; the direction of
turns (or current flow direction) may also change. Such construction allows for the adjustment
of magnetic field distribution. The magnetic field created by the single-solenoid system is
relatively uniform but results in a higher temperature rise within HTS, especially on edges and
non-uniform current distribution. On the contrary, it has been shown that by increasing the
gradient of the applied magnetic field either by using split or CMDC coils, the heating can
be substantially suppressed and could result in a more uniform current density distribution
within HTS bulk [84, 212].
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3.6. Summary
The precise definition of the operating point in the PFM method is complicated due to

many unknowns, resulting from the difficulty in determining the temperature distribution
inside the bulk structure, local magnetic field distribution and current densities in the
superconducting material. Exceeding the critical values even locally can lead to a destructive
positive feedback loop and loss of superconductivity in the whole sample. With increased
current density in superconductors, significant mechanical stress that adversely affects the
brittle crystal structure of superconductors is created inside. There is also the interaction
between the magnetised object and the excitation system. Including these phenomena in the
analysis is not without significance. It is also possible to replace bulk superconductors with
compact stacks of HTS tapes, which provides better mechanical support. To improve the
mechanical strength of HTS bulks, a stainless steel ring can be placed around the bulks to
support the structure by compression or penetrating resins can be used as well [191].

The challenge of the research is, therefore, to develop appropriate mathematical models of
flux pumps. Above all, the processes during pumping are multi-criteria and interdisciplinary,
requiring accounting for a number of electromagnetic, thermal, and mechanical phenomena. For
example, bulk superconducting structures or bulks can function as a source of strong magnetic
fields, exceeding 2 T - unattainable for currently manufactured permanent magnets. Therefore,
bulks could successfully replace permanent magnets and even provide more favourable operating
conditions resulting in higher power density. Methods developed for trapping the magnetic
field in superconductors - Field Cooling (FC) and Zero-Field Cooling (ZFC) are usually used
as ex-situ methods. However, the usage in-situ requires costly and large-sized systems for
magnetisation that might become inadequate economically for the application.

The use of pulsed-field magnetisation could have significant economic viability in producing
strong magnetic field sources. The costs of purchase, maintenance, and use of magnetising
devices can be reduced due to the low power consumption required for generating a strong
magnetic field lasting for a fraction of seconds. During PFM, the superconducting material is
usually continuously in the superconducting state, which is a considerable advantage compared
to FC, requiring phase transition under the influence of an external field. In contrast to the
capabilities of permanent magnets, currently, one of the highest achieved magnetic fields stored
in the superconducting bulk magnet is over 17 T [93].

The magnetic field transfer in PFM is contactless, and in short bursts, the magnetic
excitation circuit could be potentially placed outside the cryostat, eliminating the need for
expensive current leads. Furthermore, the magnetised object can be fully isolated, eliminating
the formation of thermal bridges and additional losses in the place of energy transfer. This
allows for achieving greater cryogenic efficiency and overall lower system costs. It is assumed
that results obtained in the following research will complement what was described above, as
well as research carried out in other scientific institutes. This will enable the application of
mathematical description of generalised pump structures for the synthesis of such devices and
indicate potential areas for improving the efficiency of the PFM process in order to obtain the
desired distribution and value of the magnetic field stored in a superconductor. These models
can also be used as part of the excitation circuit of high-efficiency electric machines with high
power densities to drive planes, water vessels, or renewable energy sources.
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4
Design of PFM standing wave system

The following chapter describes an electric circuit dedicated to generating pulses of a
magnetic field - the flux pump. To select proper components for the circuit, it is necessary to
analyse its behaviour under various conditions and predict the operation of the circuit. It is
assumed that the coil will serve as a source of the pulsed-field; therefore, a sufficiently high
current must be applied to achieve significant magnetic flux density values. The chapter has
been divided into three main sections. The first Section 4.1 has been dedicated to the
description of the flux pump from the lumped circuit model perspective, where the analytical
solution can be derived. The circuit is described in the s-domain using Laplace Transform.
This results in a mathematical formula for current and voltage waveforms. The solution is
analysed for various conditions, depending on components values. The influence of voltage
drop on power electronic components and its influence on power losses is analysed. The
second Section 4.2 has been dedicated generally to the description of a magnetic circuit and
focuses on the influence of a number of turns on the resistance and inductance. In the third
Section 4.3 the results of the performed analysis are presented. Under various conditions, the
influence of circuit parameters on current waveforms and its characteristic parameters
(i.e., peak value, rate-of-change) is analysed. The fourth Section 4.4 focuses on designing the
solenoid coil used specifically for magnetisation of HTS bulks. The methodology of designing
a solenoid coil with specific parameters and dimensions is presented. The last, fifth
Section 4.5 summarises and concludes the whole chapter.
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4.1. Lumped circuit model of the pulse-generating circuit
The analysed flux pump system generates a standing wave of magnetic field, and has two

parts: supply circuit shown in Figure 4.1a with an electromagnetic coil, either with a
ferromagnetic core (Figure 4.1b) or without (Figure 4.1c). The electric circuit of the flux
pump consists of a power supply UDC that delivers energy to the system by charging the
capacitor bank C that acts as a pulse current source when the switch S is turned clockwise
(close). The capacitor bank is composed of capacitors connected in series or parallel or a
combination of both, but from the lumped circuit model perspective is seen as a single
capacitance C. From the terminal point of view, the circuit can be represented by a lumped
circuit model as a series connection of resistance R and inductance L. These parameters
might change with time or the current value, but for analysis of equivalent circuits, the model
can be set as constant values. The advantage of using capacitors as an energy source is fast
charging and discharging time, resulting in high current, compared to other energy sources.
The applied magnetic field ought to be unipolar; therefore, the current should flow in one
direction, and oscillations of current between coil and capacitor bank are undesirable since it
might damage electrolytic capacitors. The diode D1 prevents current from flowing from RL
circuit back to capacitor bank, whereas the diode D2 creates a pathway for current to flow
through the coil when the capacitor bank is discharged. If the current flow through the coil is
interrupted, it will result in overvoltage damaging other components.

(a) lumped circuit model of a flux pump

(b) magnetiser with core (c) coreless magnetiser

Figure 4.1. RLC flux pump system for magnetisation of superconducting bulks: (a) lumped circuit
model; (b) magnetiser with core; (c) coreless magnetiser
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The operation of the circuit presented in Figure 4.1a can be split into two sub-circuits
presented in Figure 4.2. The process of charging the capacitance C is out of interest in the
analysis. The circuit can be analysed in the time domain with ordinary-differential equations
(ODE). However, its parameters influence on the current waveform will not be clear at first
glance. The Laplace Transform allows for analysis of circuits and obtaining the solution in
the complex domain C electric networks. In the most general case, the circuit can operate in
two states. The Figure 4.2a represents the state of the circuit during capacitor bank discharge
that begin at t = 0 s, where only diode D1 conducts current. After discharging the capacitor
bank, the current flow continues through the diode D2 as shown in Figure 4.2b and decays
to zero due to losses. When the capacitor bank is discharged, the switch S can be moved
counterclockwise to charge the bank and the cycle repeats. Both solutions can be combined
using the superposition principle. The first state is the default, whereas the transition to the
second depends on circuit parameters. At this stage of analysis, the forward voltage drop on
diodes D1 and D2 are neglected.

(a) (b)

Figure 4.2. Equivalent circuit model in s-domain of the RLC flux pump: (a) current loop during
capacitor discharge; (b) current loop during current decay

The UC0 is the capacitor’s voltage at t = 0 s; UC(s) is the capacitor’s voltage in s-domain;
I01 - is the initial current flowing through the coil, which might occur in multi-pulse operation
and is a residual from the second state to the first; I02 is the residual current flowing through
the coil at a point of transition from the first to the second state of the circuit.
In more general - the operation of the flux pump is a multi-pulse operation. Consequently,
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the current pulses can be applied at different periods and of different magnitude; thus, when
deriving equations, it is helpful to include an initial condition in the form of residual currents
flowing through the coil: I01 and I02.

4.1.1. Flux pump operation during capacitor discharge
The capacitor bank is charged, up to initial voltage UC0 and starts to discharge at t = 0 s. At

this phase, the equivalent circuit shown in Figure 4.2a applies. The current is given by the (4.1).

I(s) =
UC0
s

+ LI01

R + sL+ 1
sC

= UC0

L

1 + sL I01
UC0

s2 + sR
L

+ 1
LC

= UC0

L

1 + sLY01

s2 + 2ξω0s+ ω2
0

(4.1)

Characteristic parameters typical for this kind of 2nd-order oscillatory systems are: natural
frequency ω0 (4.2) and damping coefficient ξ (4.3) that relate to parameters of a resonant
circuits. The ratio of initial current and initial voltage can be represented as initial
admittance Y01 (4.4).

ω0 = 1√
LC

(4.2)

ξ = R

2

√
C

L
(4.3)

Y01 = I01

UC0
(4.4)

The current is described as the second-order system by the (4.1), and depending on the value
of poles of the transmittance I(s) (4.5), the system can operate in three states: overdamped,
critically damped or oscillatory damped circuit.

I(s) = UC0

L

1 + sLY0

(s− s1) (s− s2) = UC0

L

N(s)
D(s) (4.5)

To analyse the operation of the circuit and find poles of the denominator D(s), the discriminant
∆ can be calculated using (4.6).

∆ = 4ω2
0

(
ξ2 − 1

)
(4.6)

There are three possible cases to be analysed:

{∆ > 0 : s1 6= s2; s1, s2 ∈ R}
{∆ < 0 : s1 6= s2; s1, s2 ∈ C}
{∆ = 0 : s1 = s2; s1, s2 ∈ R}

The system described by (4.5) has two poles s1 and s2 that can be factored out. The current
in time domain i(t) is calculated by performing an Inverse Laplace Transform
L −1 [I(s)] = i(t), which can be done by using Cauchy Residue Theorem. As a result, there are
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two general solutions to (4.5) depending on the case listed above, which can be written as (4.7).

i(t) =


UC0

L

(1 + s1LY01

s1 − s2
es1t − 1 + s2LY01

s1 − s2
es2t

)
if s1 6= s2

UC0

L
(1 + s0LY01)tes0t if s1 = s2 = s0

(4.7)

The capacitor’s voltage can be calculated by calculating voltage drop across capacitance in
s-domain (4.8).

UC(s) = 1
sC

I(s) = UC0

LC

1 + sLY01

s(s− s1)(s− s2) = UC0

LC

N(s)
sD(s) (4.8)

Similarly to the current waveform (4.7), the voltage is described with an (4.9).

uC(t) =


UC0

LC

(
1 + s1LY01

s1(s1 − s2)es1t − 1 + s2LY01

s2(s1 − s2)es2t + 1
s1s2

)
− UC0 if s1 6= s2 and s3 = 0

UC0

s2
0LC

[
1− es0t + s0(1 + s0LY01)tes0t

]
− UC0 if s1 = s2 = s0 and s3 = 0

(4.9)

4.1.2. Overdamped circuit
The circuit of the PFM system is overdamped when ∆ > 0, thus resulting in poles equal

to (4.10), and both are real numbers.

s1,2 = −ω0

(
ξ ±

√
ξ2 − 1

)
= −(A±B) (4.10)

where: A = ω0ξ and B = ω0
√
ξ2 − 1.

The solution takes a form of (4.11) for coil’s current, and (4.12) for capacitor’s voltage.

i(t) = i1(t) = UC0

L

[1− ALY01

B
sinh(Bt) + LY01 cosh(Bt)

]
e−At (4.11)

uC(t) = −UC0

[
A− w2

0LY01

B
sinh(Bt) + cosh(Bt)

]
e−At (4.12)

4.1.3. Critically damped circuit
The critical damping of the circuit happens when ∆ = 0, which means that damping factor

ξ = 1, therefore there is a single solution s0 expressed by (4.13).

s0 = −ω0ξ = −A (4.13)

where: A = ω0 for consistency of description, and the current waveform is described by the
(4.14). The voltage on the capacitor bank discharges according to the (4.15).

i(t) = i1(t) = UC0

L
[(1− ALY01)t+ LY01] e−At (4.14)
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uC(t) = −UC0
[
(A− w2

0LY01)t+ 1
]

e−At (4.15)

4.1.4. Oscillatory damped circuit
The circuit becomes oscillatory damped if the ∆ < 0 thus value of damping factor ξ < 1.

The poles of the system are pairs of complex numbers that are conjugated to one another (4.16).

s1,2 = −ω0

(
ξ ± j

√
1− ξ2

)
= −(A± jB) (4.16)

where: A = ω0ξ and B = ω0
√

1− ξ2.
The solution takes the form of (4.17) for current and (4.18) for capacitor’s voltage.

i1(t) = UC0

L

[1− ALY01

B
sin(Bt) + LY01 cos(Bt)

]
e−At (4.17)

uC(t) = −UC0

[
A− w2

0LY01

B
sin(Bt) + cos(Bt)

]
e−At (4.18)

When the voltage drops to zero, the diode, D1 stops conducting current and the current loop
is formed through D2. The voltage drops to zero at time tC0 (4.19).

tC0 = 1
B

atan
(

−B
A− w2

0LY01

)
+ n

π

B
(4.19)

since the circuit is oscillatory, there are multiple zero-crossings every multiple of π/B, but the
first one occurs for n = 1. At that stage, the diode D2 starts conducting and the voltage
uC(t > tC0) = 0 V.

The current decays to zero regardless of system type. However, the decay only happens
through D2 when the circuit becomes oscillatory damped since the voltage of the capacitor’s
drops to zero in finite time and does not discharge asymptotically to 0 like in other cases. The
system is described by the schematic shown in Figure 4.2b, and the current flow is described
by (4.20).

I2(s) = I02
1

s+ R
L

(4.20)

which has a pole s0 = −R
L

= −1/τ , thus resulting in current waveform described by (4.21).

i2(t) = i1(tC0)e−
t−tC0
τ (4.21)

where: tC0 is the time at which transition between subcircuits Figure 4.2a and Figure 4.2b
occurs, and gives arise to initial condition I02 = i1(tC0). The current decays with a time
constant τ = L

R
that depends only on a coil. The superposition of currents in both states in

oscillatory-type circuit yields (4.22).

i(t) =


i1(t) = UC0

L

[1− ALY01

B
sin(Bt) + LY01 cos(Bt)

]
e−At if t ∈ [0; tC0)

i2(t) = i1(tC0)e−
t−tC0
τ if t ≥ tC0

(4.22)
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4.1.5. Forward voltage drop on diodes and effective series resistance
In the previous subsections of the current chapter, the circuit of a flux pump has been

analysed with an assumption of ideal components, besides coil, which has been analysed as a
series connection of resistance R and inductance L. In practice, the electric components have
parasitic parameters - resistance, inductance and capacitance, although only selected might
be considered depending on application and type of operation. Furthermore, the analysed
circuit is not a fast-switching converter; instead, it operates at a duty cycle of at least a couple
of milliseconds or even slower. Therefore, considering parasitic parameters of components is
not necessary. Nevertheless, the main factors that ought to be considered are effective series
resistance (ESR) of the capacitor bank and forward voltage drop on the diodes. The ESR is at
the order of a couple of milliohms [213], whereas the diodes can be treated as constant voltage
sources representing forward voltage drop across, regardless of current value flowing through.

(a) (b)

Figure 4.3. Equivalent circuit model in s-domain of the RLC flux pump with forward voltage drop
on diodes: (a) current loop during capacitor discharge; (b) current loop during current
decay

The equivalent series resistance RESR of the capacitor bank is connected in series with coil’s
resistance; therefore, it can be combined into one R′ = R + RESR in the first circuit shown
in Figure 4.3a, which influences damping coefficient ξ → ξ′ in (4.3) and related coefficients
A → A′, B → B′. During the second stage (Figure 4.3b) only coil resistance plays a role
in calculating time constant.
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When the capacitor bank is being discharged, the voltage applied to the coil is lower by the
value of forward voltage drop across the diode D1 (4.23).

U ′C0 = UC0 − UD1 (4.23)

The initial admittance can also be corrected for that forward voltage drop as shown in (4.24).

Y ′01 = I01

U ′C0
= I01

UC0 − UD1
(4.24)

Both (4.23) and (4.24) can be incorporated into current equations, by substitution UC0 → U ′C0
and YC0 → Y ′C0 describing circuit in different cases: (4.11), (4.14), and (4.17), (4.21). The
example equation in oscillatory case is shown in (4.25).

i(t) =



i1(t) = U ′C0
L

[
1− A′LY ′01

B′
sin(B′t) + LY ′01 cos(B′t)

]
e−A′t if t ∈ [0; tC0)

i2(t) = −UD2

R
+
[
i1(tC0) + UD2

R

]
e−

t−tC0
τ if t ∈ [tC0; tRL0)

0 if t ≥ tRL0

(4.25)

where time tRL0, at which coil current reaches zero is given by the (4.26), which results from
solving for time in circuit during current dissipation state Figure 4.3.

tRL0 = τ · ln
(

UD2

Ri1(tC0) + UD2

)
+ tC0 (4.26)

The influence of forward voltage drop across diodes becomes significant at low currents, where it
becomes equal or higher than voltage drop in the equivalent coil resistance. The forward voltage
drop does not change significantly the equation describing current during capacitor discharge
in (4.25), except already mentioned damping coefficients ξ′, A′ and B′, but significantly affects
the equation describing current during decay. Comparing (4.22) and (4.25) a constant negative
bias of current equal to −UD2/R is introduced, therefore current does not decay asymptotically
to zero, but rather, current time period is limited to value tRL0.

66



Design of PFM standing wave system

4.2. Magnetic circuit
An important component of the flux pump is a magnetiser, through which a magnetic flux

is applied to HTS bulk. As mentioned at the beginning of the following chapter, the magnetiser
can be equipped with a ferromagnetic core (Figure 4.1a) or without (Figure 4.1b). The magnetic
circuit can be analysed using the lumped circuit model in the more general case regardless of
the system [214]. The magnetic flux source is given by the product of a number of turns N and
current at a given point in time i(t). The reluctance (magnetic resistance) of core Rc depends
on the core’s geometry and its magnetic permeability µ. The air gap can be treated as part
of the circuit with magnetic permeability equal to vacuums magnetic permeability µ = µ0.
Usually, the magnetic permeability of the core is nonlinear. For complex geometries, especially
with much larger air gaps or coreless systems, other methods for calculating magnetic flux can
be used, i.e. finite-element method. Nevertheless, assuming that system is linear, it can be
solved using methods known from electric circuit theory. An example of the magnetic circuit
with a single coil is shown in Figure 4.4.

Figure 4.4. Example of a magnetic circuit of a single coil

The magnetic flux φB(t) produced by the current i(t) flowing through a coil with N turns
is given by (4.27).

φB(t) = Ni(t)
Rc +Rg

(4.27)

The magnetic flux density inside the core can be calculated by dividing the magnetic flux by
cross-sectional area through which it flows (4.28), whereas the peak magnetic flux density B̂
is achieved when the current reaches peak value Î (4.29).

B(t) = φB(t)
Ac

(4.28)

B̂ = φ̂B

Ac
= 1
Ac

NÎ

Rc +Rg
(4.29)

where reluctance of magnetic core is given by (4.30) and the reluctance of the air gap Rg by
(4.31). The KC factor corrects for the fringing effect occurring in the vicinity of the air gap
[214]. The length and cross-section of each part of the circuit can be different. In general, the
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relative magnetic permeability µr varies for ferromagnetic material due to the B-H curve. As
for the air gap, if air or any other non-magnetic material is placed there, the relative magnetic
permeability µr = 1. In the case of placing a superconductor in the air gap, the relative
permeability is lower than 1 in the superconducting state and equal to 1 in the normal state.

Rc = lc
µrµ0Ac

(4.30)

Rg = KC
lg

µrµ0Ag
(4.31)

During pulsed-field magnetisation, there are two ways of inducing current inside
superconductors. One is by applying extremely slow-changing or "DC" field as in FC and ZFC
methods (Section 3.2), the peak magnetic field B̂ applied to HTS occurs at peak current Î in
(4.32).

B̂ = N

AHTS(Rc +Rg) Î (4.32)

The second way is via inducing an electric field inside the superconductor, which can be written
by (4.33). This indicates that the slope of a current and magnetic field, for that matter, could
play a role in magnetising HTS.

eHTS(t) = −dφB(t)
dt = − N

Rc +Rg

di(t)
dt (4.33)

Both ways occur during PFM (Section 3.3) since applied fields are of significantly high values,
and current waveforms have significantly high rates of change. The inductance L of the flux
pump viewed from the terminals is related to flux linkage associated with the coil.
As first approximation, assuming that magnetic permeability µ = const stays constant, the
inductance is independent from current value (4.34), where equivalent reluctance of the
magnetic circuit can be expressed as Rm = lm/(µrµ0Am).

L = NφB(t)
i(t) = N2

Rc +Rg
= N2

Rm
(4.34)

Therefore, the resistance (4.35) is proportional to the number of turns by constant kR, whereas
inductance (4.36) is proportional to number of turns squared by a different constant kL.

R = ρ
lavg

A1
N = kRN (4.35)

L = µrµ0
Am

lm
N2 = kLN

2 (4.36)

The constants kR and kL depend on the type of system, wire and magnetic circuit, including its
linearity. The nonlinearity and other factors of the system have to be considered when choosing
a specific flux pump system. However, they serve as an anchor point for reducing the number
of parameters influencing the flux pump system, which can be analysed simpler.
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4.3. Influence of circuit parameters on current waveforms
The derived equations in proceeding sections for current and capacitor bank voltage allow for

generating waveforms, extracting parameters and examining circuit behavior. As an example,
the PFM circuit with parameters: R = 1 Ω, L = 1 mH, UC0 = 100 V in a single-pulse operation
will be examined, thus initial current is equal to I01 = 0 A. The forward voltage drop on
diodes will be neglected UD1 = 0 V, UD2 = 0 V. The current and voltage waveforms are
shown in Figure 4.5a and Figure 4.5b respectively, and have been generated for three values
of capacitance 2 mF, 4 mF, 6 mF. It is assumed that the parameters of the flux pump are
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Figure 4.5. (a) Current i(t) and (b) voltage uc(t) waveforms of the RLC flux pump

constant and independent from other factors, thus R = const and L = const. The system with
critical damping is a special case that is less likely to occur due to uncertainty measurement
of the components and potential change of their parameters for different current and voltage
values. As stated in Section 4.1, the diode D2 conducts in an oscillatory system, which can be
seen on the capacitor’s voltage waveform (Figure 4.5b), where only for oscillatory system, the
voltage reaches zero, but the current continues to flow through the coil, whereas in other systems
the uC(t) goes to zero asymptotically. To determine in which state the system will operate,
checking the sign of (ξ2−1) in the equation for evaluating the discriminant ∆ (4.6) is sufficient.
By rearranging the formula and substituting for damping coefficient (4.3), resistance (4.35) and
inductance (4.36) results in relation independent from number of turns as shown in (4.37).

critical damping if ξ = 1 ⇒ C = 4kL/k
2
R

overdamped if ξ > 1 ⇒ C > 4kL/k
2
R

oscillatory if ξ < 1 ⇒ C < 4kL/k
2
R

(4.37)

The relations in (4.37) indicate that less important is selecting a number of turns, but rather
than choosing appropriate components (i.e. conductor’s material, a cross-section of wire) and
geometry - dimensions of the magnetic circuit. Thus, the ratio between kL and k2

R, as well as
the choice of capacitance, dictates the type of the system.
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As mentioned in Section 4.2, the magnetic flux density is proportional to product of
number of turns N and current flowing through coil i(t) 4.38. The product N · i(t) is also
called ampere-turns.

B(t) ∝ N · i(t) (4.38)

The peak magnetic flux density and magnetic field rate-of-change, both can be written as in
(4.39) and (4.40) respectively. Since the derivative of the current changes over time, for the
analysis, the time t = 0 s has been chosen.

B̂ ∝ N · Î (4.39)

dB(t)
dt

∣∣∣∣∣
t=0
∝ N

di(t)
dt

∣∣∣∣∣
t=0

(4.40)

From the design perspective, all of the parameters mentioned above have to be chosen
to achieve sufficient value of applied magnetic flux density - at the end, the coil has to be
wounded with some number of turns, and the system has to have some dimensions. The current
is influenced by three parameters R, L and C besides time t being an independent variable.
The visualisation and analysis effect of change of these parameters required four-dimensional
space. Since resistance and inductance are both related to number of turns by (4.35) and (4.36)
respectively it is possible to represent current waveform as a function of only two variables (N
and C) and one independent variable t (4.41) and extract essential parameters.

i(t)→ i(t, R, L, C) = i(t, N,C) (4.41)

For purpose of preliminary analysis the parameters kR = 10−2 Ω/turn and kL = 100 nH/turn2

have been chosen. The current waveforms will be analysed for capacitance C = 0.5 . . . 5.5 mF
and N = 40 . . . 190 turns, and since all derived equations (4.11), (4.14) and (4.17) are directly
proportional to the voltage UC0, the values can be examined per applied voltage (A/V). Three
characteristic parameters of the flux pump have been chosen: peak current Î, current rate
of change di(t)

dt

∣∣∣
t=0

and peak ampere-turns NÎ as shown in Figure 4.6. The main conclusions
from performed analysis are:

• The peak current (4.42) depends on both capacitance and the number of turns. Increasing
capacitance increases stored charge, which then will be delivered to the coil, resulting in
higher Î. On the other hand, lowering the number of turns results in lower resistance and
inductance, which are opposing current rise, therefore decreasing those values is beneficial
for achieving higher peak currents as shown in Figures 4.6a and 4.6b.

Î = max{i(t)} (4.42)

70



Design of PFM standing wave system

Capacitance (mF)
1

2
3

4
5

Number of turns
406080100120140160180200

Pe
ak

 c
ur

re
nt

 (A
/V

)

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

(a) peak current - contour plot

40 60 80 100 120 140 160 180
Number of turns

1

2

3

4

5

Ca
pa

cit
an

ce
 (m

F)

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

Pe
ak

 c
ur

re
nt

 (A
/V

)

(b) peak current - surface plot

Capacitance (mF)
1

2
3

4
5

Number of turns
406080100120140160180200

Cu
rre

nt
 ra

te
 o

f c
ha

ng
e 

(A
/s

/V
) @

 t
=

0 
s

0.02

0.04

0.06

0.08

0.10

0.12

0.00

0.02

0.04

0.06

0.08

0.10

(c) current rate-of-change (t = 0 s) -
- surface plot

40 60 80 100 120 140 160 180
Number of turns

1

2

3

4

5

Ca
pa

cit
an

ce
 (m

F)

0.00

0.02

0.04

0.06

0.08

0.10

Cu
rre

nt
 ra

te
 o

f c
ha

ng
e 

(A
/s

/V
) @

 t
=

0 
s

(d) current rate-of-change (t = 0 s) -
- contour plot

Capacitance (mF)
1

2
3

4
5

Number of turns
406080100120140160180200

Pe
ak

 a
m

pe
re

-tu
rn

s (
A/

V)

45

50

55

60

65

70

75

40

45

50

55

60

65

70

75

80

(e) peak ampere-turns - surface plot

40 60 80 100 120 140 160 180
Number of turns

1

2

3

4

5

Ca
pa

cit
an

ce
 (m

F)

40

45

50

55

60

65

70

75

80

Pe
ak

 a
m

pe
re

-tu
rn

s (
A/

V)

(f) peak ampere-turns - contour plot

Figure 4.6. RLC flux pump circuit parameters (number of turns N and capacitance C) influence on:
(a and b) peak current; (c and d) current derivative at t = 0 s; (e and f) peak value of
ampere-turns
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• The Figures 4.6c and 4.6d show that the current rate-of-change at t = 0 s is also higher
for a lower number of turns due to lower inductance, being the main limiting factor. The
current rate-of-change is independent of the capacitance value C, which can be seen by
calculating its derivative (4.43).

di(t)
dt

∣∣∣∣∣
t=0

= UC0

L
(4.43)

• The peak ampere-turns and consequently peak magnetic flux density (4.39) is
independent from number of turns and depends only on the value of capacitance
(Figures 4.6e and 4.6f). As explained in the first point, higher capacitance results in a
higher total value of delivered charge to the coil, resulting in a higher peak value. This
means that peak ampere-turns should be affected by kR and kL instead, and in the
conducted analysis were constants, which is not always true, especially when a number
of conductors changes, since it will affect coil dimensions; therefore flux leakage.

The peak current Î influences mainly on a choice of elements such as diodes D1 and D2 in
the system network (Figure 4.1) and potentially capacitors. On the other hand, the current rate
of change and peak magnetic flux density is related to the pulsed-field magnetisation process,
and at least one of those is desired to be a high value. Therefore, the limiting factor of the
system seems to be the peak and average current that the diodes can conduct.

The number of turns N and value of capacitance C are common factors on the above plots
(Figure 4.6); therefore, it is possible to relate all above parameters to one another and can be
placed on a single plot as presented in Figure 4.7. The parameter surface in Figure 4.7 shows
that increasing the current rate-of-change also increases peak current, which is congruent to
what already has been mentioned above with regards to R and L as limiting factors of the
circuit. On the other hand, high peak ampere-turns and the high current rate-of-change are
mutually exclusive, although the relation is nonlinear.
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Figure 4.7. Relation between peak current, peak ampere-turns and current rate-of-change at t = 0 s:
(a) surface plot; (b) contour plot
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In the next step, to analyse influence of resistance (4.35) and inductance (4.36) coefficients,
the number of turns has been fixed (N = 100) and capacitance set to C = 1 mF. The values
of analysed parameters are set for ranges kR = 0.01 . . . 0.1 Ω/turn and kL = 1 . . . 10 nH/turn2.
The surfaces representing influence of those parameters on peak current Î and current rate of
change di(t)

dt

∣∣∣
t=0

are shown in Figure 4.8. Since the value of N is constant, there is no need
to analyse product N · Î. The analysis shows that resistance R is the main factor influencing
peak current, whereas inductance L mainly influences the current rate-of-change, with minor
influence from the resistance. Furthermore, the smaller the values of coefficients, the larger
the peak field and its derivative are.

To conclude conducted analysis, the parameters of resistance and inductance kR and kL
should be at the lower side of the spectrum to achieve high peak current and high magnetic
flux density. This approach will also result in higher current derivatives and lower rising time.
Furthermore, the peak magnetic flux density B̂ can be further improved by increasing
capacitance value, whereas all parameters can be scaled accordingly by controlling the voltage
of the capacitor bank.
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Figure 4.8. Influence of coil’s kR and kL parameters on: (a and b) peak current; (c and d) current
rate-of-change at t = 0 s
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4.4. Flux pump circuit design
The goal of the following thesis is to examine the influence of a peak magnetic flux density

B̂, and its derivative dB(t)
dt on the trapped field inside the HTS bulk. Therefore, the design

should take into account systems that are comparable, i.e. should have similar dimensions but
a different number of turns. As previously described in Section 3.5, the magnetiser circuit with
a ferromagnetic core has its benefits in higher trapped field [40, 205, 210] but also introduces
additional nonlinearity in the system. The nonlinearity comes from the B-H curve of the
material, which has a saturation typically at around 1.8 T (for electrical steel). Having a
whole magnetic circuit made of electrical steel as in Figure 4.1a with a large air gap and
superconductor located in the air gap would possibly result in saturation of parts in the vicinity
of the gap, resulting in magnetic flux flowing from the center column directly to side columns.
The advantage is the possibility of achieving high inductance L for the relatively low number of
turns, but only until reaching saturation of the core. If the core becomes saturated, the relative
magnetic permeability approaches permeability of the free space µ → µ0. This nonlinearity
would result in different current waveforms compared to Figure 4.5a. Therefore, to eliminate
those effects, a linear system would be appropriate, such as the core-less system.
From the three coil types: CMDC, split-coils and solenoid (Figure 3.2), the last would be
preferred since it is a single-coil making it easy to manufacture and use in other systems.
However, the CMDC and split-coils are located on top and bottom of the bulk, making it
difficult to use as a part of other systems, i.e. in electric motors, whereas the solenoid coil
is wounded around the bulk and does not interfere with trapped magnetic flux. Therefore, a
solenoid coil has been chosen as a coil for the PFM system.

For the capacitor bank, the electrolytic capacitors provide high energy to size ratio and
are readily available for voltages 400 V or 650 V, which are dedicated for DC bus in power
converters. The capacitor bank can then be charged using mains voltage with a rectifier or a
laboratory power supply. The capacitance of a single unit easily ranges from couple
microfarads to millifarads and can withstand short circuit state on terminals with currents
reaching up to 1 kA momentarily.

The starting point of the design is the HTS bulk which will be used for pulsed-field
magnetisation with a dimensions of: diameter DHTS = 28 mm and height
HHTS = 10 mm. The bulk diameter limits the minimum inner diameter of the solenoid, which
should be larger than the bulk’s diameter DHTS < Din. The inner diameter Din should also
account for additional space due to tolerance issues and space required for sensor wiring. Too
large inner diameter would diminish the field; therefore, the coil should be as close as possible
to the bulk.

The magnetic flux density in the axial direction Bz acting on the HTS bulk should also be
as uniform as possible. The magnetic field produced by the solenoid flowing through the bulk
of thickness HHTS, should have a similar value at both ends of the bulk at |z| = HHTS/2 as
the field value at the center at z = 0; therefore, the peak magnetic flux density at the axis of
symmetry of a finite solenoid can be calculated using (4.44) [215], where H is the total height
of the solenoid coil. Equation (4.44) is an approximation and does not take into account the
solenoid thickness but instead assumes infinitely small thickness.

B̂z(z) ≈ µ0
NÎ

2

 H/2 − z
H
√

D2
in/4 + ( H/2 − z)2

+
H/2 + z

H
√

D2
in/4 + ( H/2 + z)2

 (4.44)
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The number of turns and value of the current are proportionality constants which do not
influence flux distribution, but only its value. For different values of solenoid height
H = 1 . . . 100 mm a ratio of magnetic flux densities at z = 5 mm and z = 0 mm has been
calculated B̂z(z = 5)/B̂z(z = 0) for different inner diameters Din and plotted as shown in
Figure 4.9.
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Figure 4.9. Magnetic field uniformity for solenoids of different length and inner diameters

The analysis shows that for solenoids of length L ≈ 40 mm there is no difference in field
uniformity between solenoids of analysed diameters, with diminishing returns for lengths over
60 mm. The field becomes more uniform as solenoid length becomes longer.

To test the hypothesis stated in the thesis relating to the influence of the derivative over time
of applied field on the trapped field, two coils with similar peak field B̂ capabilities ought to
be designed, where minor adjustments can be made by applying different voltages. Therefore,
the value shown in (4.45) has been set as a goal for designing the system. Thus, two coils
for comparison will be designed primarily.

B̂z(z = 0)
Î

= 1 T
100 A (4.45)

As has been shown in previous Section 4.3 and shown in Figure 4.6, the number of turns
influences the current (and magnetic field) rate-of-change; therefore, resistance and
inductance coefficients of the designed coils should be constant and as similar as possible for a
fair comparison. This means that in order to kR = const, the same kind of wire should be
used, meaning it should have the same cross-sectional area A1 and be made out of the same
material. The average length of turn lavg should also be the same, but this might differ
depending on the total number of turns in the solenoid coil. The inductance kL would also be
the same for both coils if those solenoids had similar dimensions.
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The coils are designed to be submerged in the liquid nitrogen at the temperature of 77 K,
which would significantly reduce wire resistance; it has been assumed that the designed circuit
would most likely operate as oscillatory (4.37), and the current is described by the (4.25). The
peak current occurs at the first stage, and assuming there is no initial current; hence Y01 = 0 S,
the peak current is given by the (4.46).

Î = UC0

L

1
B

= 2UC0

N

√
C

4kL − k2
RC

(4.46)

The design point for coil would be to achieve B̂z = 2 T at voltage UC0 = 300 V, which is
limited by power supply and leaves room for adjustment, the maximum capacitance would be
C = 5 mF, and coil dimensions Din = 35 mm, H = 60 mm. Two coils with a corresponding flux
density to current ratios are designed to be 1 T/100 A. The peak energy stored in the magnetic
field Ŵ in the volume V (4.47) can be used to estimate inductance L of coil required to achieve
given parameters as shown in (4.48). As the thickness of both coils is still unknown, it can be
assumed that the majority of the energy is stored in the inner volume of the solenoid V ≈ Vin.

Ŵ = 1
2B̂ĤVin = 1

2
B̂2

µ0
Vin

Ŵ = 1
2LÎ

2
(4.47)

L ≈ 2Vin

µ0

(
B̂z

Î

)2

= HD2
in

2µ0

(
B̂z

Î

)2

(4.48)

L = 60 · 10−3 · (35 · 10−3)2

2µ0

( 1
100

)2
= 9.185 mH

The current rate-of-change per voltage is an inverse of the inductance as shown in (4.49), which
for this coil would be ≈ 110 A/s/V.

1
UC0

di(t)
dt

∣∣∣∣∣
t=0

= 1
L

(4.49)

The second coil has been designed such that its inductance will be one-third of the first one,
therefore L = 3 mH with similar dimensions Din and H, resulting in a ratio of magnetic flux
density to current equal to ≈ 0.6 T/100 A and current rate-of-change being ≈ 330 A/s/V.
Equation (4.44) is an approximation for an infinitely thin solenoid but rearranged can serve as
a boundary for calculating the minimum required number of conductors required to achieve set
parameters N ≥ Nmin as shown in (4.50) for z = 0, where d·e is a ceiling of a number. The
total number of conductors N will be greater, as with the number of turns, the thickness of
coil increases, the influence of outermost turns will become lower.

N ≥ Nmin

Nmin =
⌈
B̂

µ0Î

√
D2

in +H2

⌉ (4.50)
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For the 9 mH coil, the minimum required number of conductors Nmin = 553, whereas for
3 mH coil it is equal to Nmin = 387. The coil can be wounded with wires being stacked
on one-another (Figure 4.10a) or with an offset (Figure 4.10b). The number of wires with
diameter Dw1 that will fit into the window with dimensions W ×H for pattern in Figure 4.10a
can be calculated using set of equations (4.51), whereas for pattern with translated wires in
Figure 4.10b, the set of equations (4.52) is valid. The symbol b·c is a floor of a number. The
second pattern is usually easier to manufacture, especially for wires with smaller diameters
where controlling position of placed turns becomes difficult.

(a) straight pattern (b) crossed pattern

Figure 4.10. Coil turn patterns: (a) straight; (b) crossed



Nw =
⌊
W

Dw1

⌋

Nh =
⌊
H

Dw1

⌋
N = NwNh

(4.51)



Nw =
⌊
2
√

3
3

(
W

Dw1
− 1

)⌋
+ 1

Nh max =
⌊
H

Dw1

⌋

N = Nw + (Nw mod 2)
2 Nh max + Nw − (Nw mod 2)

2 (Nh max − 1)

(4.52)

Assuming the coil thickness W > 0, the (4.44) in that form no longer holds. Nonetheless,
the magnetic flux density can be calculated for a solenoid coil with an equivalent diameter Deq
that is in between inner and outer diameters as stated in (4.53).

Din ≤ Deq ≤ Dout (4.53)

Combining (4.46) and (4.44) and assuming z = 0, the peak magnetic flux density B̂z can be
calculated as (4.54) in terms of equivalent diameter Deq.

B̂z = µ0UC0

√√√√ 4C
(4kL − k2

RC)(D2
eq +H2) (4.54)
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By rearranging the (4.54), the formula relating resistance coefficient kR with inductance
coefficient kL and other parameters is given as (4.55).

kR = 2

√√√√kL

C
− 1
D2

eq +H2

(
µ0UC0

B̂z

)2

(4.55)

The (4.55) is satisfied if number under the square root is positive, meaning, that condition
(4.56) is satisfied.

kL >
C

D2
eq +H2

(
µ0UC0

B̂z

)2

(4.56)

It can also be pointed out that for minimum value of inductance coefficient kL, the resistance
coefficient kR also reaches minimum kL min =⇒ kR min; therefore, it should result in minimum
coil dimensions since the kR is proportional to the average length of turn lavg. In coreless
systems, there is no clear path for magnetic flux to take, unlike in systems with a magnetic
core, the equivalent reluctance of it can be assumed to have some equivalent cross-sectional area
Am and length lm as in (4.36). Since the equivalent diameter of the solenoid with thickness
is between inner and outer diameters (4.53), the inductance coefficient kL should also fall in
between parameters kL in and kL out calculated for both diameters respectively. The length of
the magnetic circuit is assumed to be H according to (4.57).

µ0
D2

in
4H ≤ kL ≤ µ0

D2
out

4H (4.57)

The inductance coefficient as an unknown can be calculated for known inductance L and
square of a number of turns N(Dw1,W ) given as a function of a wire diameter Dw1 and coil
thickness W as shown in (4.58).

µ0
D2

in
4H ≤

L

N2(Dw1,W ) ≤ µ0
(2W +Din)2

4H (4.58)

The inequalities (4.57) and (4.58), could be expressed in terms of Dout instead of W , but
operating on coil thickness is easier from the design perspective and calculating the number of
turns N with set of equations (4.51) or (4.52). Therefore, the limits for selecting a number of
turns depending on the coil thickness W and wire diameter Dw1 are given a set of
equations (4.59), whereas the second set is given as set of equations (4.50), which is a global
lower boundary. Additionally, the number of turns should be selected such that condition
(4.56) is satisfied with a possibly minimal value of kL to achieve the lowest kR. This would be
possible if equivalent coil diameter Deq would be as high as possible so that kR → 0; therefore,
Dout or W should be maximised.

Nmax ≥ N(Dw1,W ) ≥ Nmin(W )

Nmax =
⌊√

4HL
µ0

1
Din

⌋

Nmin(W ) =
⌈√

4HL
µ0

1
2W +Din

⌉ (4.59)
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The minimum number of turns depending on coil width Nmin(W ) has been shown in
Figure 4.11 with a global lower boundary according to (4.50). The upper boundary for
choosing number of turns Nmax = b

√
4HL
µ0

1
Din
c for 9 mH coil is equal to Nmax = 1184 and for

3 mH solenoid is Nmax = 683 turns.
From performed analysis, coil thickness for 9 mH coil has been chosen as W = 20 mm,

whereas for 3 mH coil is W = 13.5 mm. Picking the highest value possible would allow using
wires of higher diameter resulting in the lowest total resistance of the coil, improving its
performance. The same wire diameter Dw1 will be chosen for both designed coils. This
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Figure 4.11. Minimum number of turns Nmin required to achieve design point of solenoid coils L1
and L2 depending on coil thickness

narrows down the choice of wire diameters to 1.1 mm ≤ Dw1 ≤ 1.5 mm as shown in
Figure 4.12 with solid black lines. As highest value as possible is desired to reduce resistance,
thus Dw1 = 1.445 mm (dashed vertical black line) has been chosen to leave some room for
possible adjustments, which resulted in N = 609 turns for 9 mH coil, and N = 421 turns for
3 mH coil.

To test further the hypothesis on influence of current rate-of-change a third coil has been
designed using the same procedure described above, that will have inductance L ≈ 1 mH and
0.3 T/100 A for UC0 = 300 V and C = 5 mF. The coil will have the same inner diameter
Din = 35 mm and height H = 60 mm as previous two coils, but will be made using wire with
diameter Dw1 = 2 mm to reduce resistance. This resulted in values: W = 17 mm and N = 219.

A series of simulations were performed to estimate the flux pump’s behaviour for each coil
connected to the system. The simulations were based on equations derived in Section 4.1.
The resistance of the coil in LN2 can be calculated using (4.60), where RT0 is the resistance in
reference temperature T0 in Kelvins. The resistance RT can be calculated for a given
temperature T , which in this case is T = 77 K.

RT = RT0
T − 38.15
T0 − 38.15 (4.60)
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Figure 4.12. Number of turns N and wire diameter Dw1 required to achieve design parameters of
coils L1 and L2

For all designed coils, measurements of inductance and resistance have been performed,
which resulted in values shown in Table 4.1. The slight deviation from planned design values
results from gaps between wires, effectively decreasing coil inductance. The difference in values
of kR or ampere-turns per volt is due to different coil thicknesses. To keep kR and kL values
constant, the distance between turns in the coil would need to be increased uniformly to achieve
the same thickness for both L1 and L2 coils, making it difficult to manufacture.

Table 4.1. Parameters of designed coils

Name Value Unit L1 L2 L3
Number of turns N (-) 609 421 219

Inductance L (mH) 9.147 3.015 0.927
Resistance @ 300 K R300 (Ω) 1.1 0.64 0.27
Resistance @ 77 K R77 (mΩ) 166.3 96.7 40.8

Wire diameter Dw1 (mm) 1.45 1.45 2.0
Coil inner diameter Din (mm) 35 35 35

Coil height H (mm) 60 60 60
Coil thickness W (mm) 20.0 13.5 17.0

Magnetic flux density to current ratio (gain) B̂/Î (T/100 A) 0.9 0.6 0.3
Peak ampere-turns per volt @ 5 mF NÎ/UC0 A/V 454.8 544.6 489.9

Inductance coeff. kL (nH/turn2) 24.66 17.01 19.33
Resistance coeff. @ 300 K kR300 (mΩ/turn) 1.806 1.520 1.233
Resistance coeff. @ 77 K kR77 (mΩ/turn) 0.273 0.230 0.186
Time constant @ 77 K τ (ms) 55.0 31.2 22.7

Capacitor discharge time @ 77 K1 tC0 (ms) 11.0 6.3 3.6
Time of reaching Î @ 77 K1 tmax (ms) 6.7 3.9 2.2

Total pulse time @ 77 K1 tRL0 (ms) 200 115 78

1Under conditions: UD1 = UD2 = 1 V, UC0 = 300 V and C = 5 mF
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At this point, the values associated with components of the flux pump circuit are known
and listed in Table 4.1. For those components a series of simulations was performed to evaluate
behavior of the circuit under various conditions. Firstly, a comparison between models without
including forward voltage drop on diodes (UD1 = UD2 = 0 V) described with (4.22) and with
included forward voltage drop (UD1 = UD2 = 1 V) given by (4.25) for C = 5 mF and UC0 =
300 V is shown in Figure 4.13. The results show slight difference between waveforms, mainly
during descending phase. The highest current and therefore highest power losses occur for coil
with L = 1 mH. Secondly, power losses are evaluated in components of the system with the
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Figure 4.13. Comparison of derived current waveform models generated by flux pump
with and without included forward voltage drop on diodes in system
with C = 5 mF and UC0 = 300 V

coil (L = 1 mH) and included forward voltage drop on both diodes equal to 1 V are presented
in Figure 4.14. The instantaneous power losses in resistance are calculated using (4.61) and
diodes with forward voltage drop UD with (4.62). The total power losses in coil are estimated
by integrating instantaneous losses over pulse time period tRL0, wheres losses in diode D1 occurs
over time [0; tC0] and inD2 over time (tC0; tRL0]. The power losses in capacitor’s equivalent series
resistance RESR are neglected. It can be seen that the majority of power losses is generated in
coil (2.5 kW), whereas conduction power losses in diodes are equal to 9 W and 190 W on series
diode D1 and parallel diode D2 respectively. Power losses generated in the coil are large in
value, but the coil is planned for operation in liquid nitrogen, which mass will be substantial,
providing high thermal inertia of the system, compared to the pulse duration.

∆pR(t) = R77 · i2(t) (4.61)

∆pD(t) = UD · i(t) (4.62)
Since the magnetic flux density to current ratio of each coil (B̂/Î) is known (Tab. 4.1), the
peak applied fields B̂app generated by flux pump system can be estimated. Peak field increases
with value of capacitance, thus systems with highest value of used capacitance C = 5 mF are
plotted for different voltages UC0 = 50 . . . 300 V. The coils differ in values B̂/Î; therefore for
comparison of coils from an electric point of view the waveforms presented in Figure 4.15 have
the same scale on current axis i(t) (left), but differ on magnetic flux density axis B(t) (right).
All analysed coils are capable of achieving similar peak fields B̂app ≈ 2 T, but require different
peak currents Î. The coils differ in the current rate-of-change as intended by design, both on
ascending and descending phases of the current pulse.
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Figure 4.14. Power losses generated in coil and diodes in flux pump system with L3 = 1 mH coil,
C = 5 mF and UC0 = 300 V

The diodes (or other power electronic switches) should handle such voltages and currents
without breaking. One of the parameters describing the diode is a diode forward average current
IFAV which is limited by the maximum junction temperature Tvjmax. That current is given for a
pulsed current lasting for time tp = 10 ms, which typically is equal to half of grid voltage period
(in 50 Hz grid system) in which time the current would raise the junction temperature to Tvjmax.
Based on the current waveforms in Figure 4.5a for the majority of the time, the current decays;
therefore, it can be assumed that in the worst-case scenario, the diode conducts the whole
current for time tRL0 (4.26). The allowed pulsed current can be then evaluated using (4.63)
assuming that the energy required for achieving the maximum allowed junction temperature
are the same but last for a different amount of time. Judging by the current shape generated
for all designed coils shown in Figure 4.15, the current approximately has a triangular shape;
thus, the average diode current can be approximated as half of the peak current value.

IFmax ≈ IFAV

√
tRL0

tp
≈ 1

2 Î
√
tRL0

tp
(4.63)

In worst case-scenario, the peak current value is expected to be Î ≈ 630 A and lasts for
tRL0 ≈ 78 ms; therefore:

IFmax = 1
2630

√
78
10 ≈ 900 A

Similarly, the diode D1 conducts current only when the capacitor bank is discharged, therefore
up to reaching time t = tC0, the same approach can be used:

IFmax = 1
2630

√
3.6
10 ≈ 110 A

The forward current of a parallel diode D2 should be rated up to at least 900 A. The
manufacturers provide maximum surge current (or peak impulse current) ISM parameter in
datasheets, which should suffice the condition ISM ≥ IFmax.
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However, the frequency of operation of the system would suggest, that it would be operating
closer to room temperature T = 20oC. The diode should also withstand maximum repetitive
reverse blocking voltages of at least 300 V nominally; however, a similar voltage rating should
be applied to all components.
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Figure 4.15. Current and applied magnetic flux density waveforms in flux pump systems with
designed coils, C = 5 mF and UC0 = 300 V
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4.5. Summary
The flux pump designed for a pulsed-field magnetisation has to fulfil the requirements of

achieving the given magnetic flux density applied to the HTS bulk. A mathematical model
has been derived and analysed for a proposed topology of an electric circuit for the flux pump.
The model allows for analysis of the influence of circuit parameters on current waveforms in
the designed circuit. The data obtained from current waveforms can be used for choosing other
components of the flux pump. The analysis revealed that B̂app depends mostly on capacitance
C and voltage of capacitor bank UC0 with minor influence from the number of turns N for a
given wire diameter D1. The current rate-of-change depends mainly on the coil inductance. A
procedure for designing coil with given parameters such as peak magnetic flux density B̂app,
peak current Î as well as current rate-of-change 1/L (or inductance L) has been developed.
This resulted in designing three coils without a ferromagnetic core to reduce nonlinearity in
the system that will also be used for experimental verification of the influence of current rate-
of-change on trapped magnetic flux density in the HTS bulk.

Three coils were designed in total, whereas the third (L3) as a result of measurements
presented in the next chapter (Chapter 5). The coils differ in current rising and falling time
due to different inductances L1 = 9 mH, L2 = 3 mH and L3 = 1 mH. The peak flux density
can be adjusted by charging capacitor bank to different voltages UC0, and all coils are capable
of achieving ≈ 2 T field at UC0 = 300 V. The derived current waveforms for systems with and
without included forward voltage drop on diodes show significant differences at the descending
phase. The analysis also showed that most power losses are generated in the coil, whereas a
tenth of that is generated in diodes in total. The losses in coil reach 16 kW at peak, and 2.5 kW
mean power losses during pulse time, although only for a few milliseconds, which does not result
in high-temperature increase due to thermal inertia of both coil and liquid nitrogen surrounding
it. Circuit components, especially diodes, should also be able to withstand generated power
losses; however, due to the short pulse duration and single-pulse operation of the flux pump,
the temperature is not expected to increase. Nevertheless, cooling, i.e. radiator providing both
temperature dissipation and additional thermal inertia, should suffice.
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Experimental verification

The current, 5th chapter has been dedicated to presenting experimental results of the
pulsed-field magnetisation of superconducting bulks using the designed RLC flux pump
system. The magnetisation of the HTS bulk has been conducted using a flux pump system
with different setups to verify operation and derived models of the flux pump and coils
described in the previous chapter (4). The following chapter has been divided into three main
sections. The first Section 5.1 describes the topology of the flux pump and its components.
The methodology of the measurements is presented with a corresponding system setup. Next,
Section 5.2 aims to present obtained data from the conducted experimental investigation in a
consistent manner with corresponding explanation and has been divided into three
subsections. The first Subsection 5.2.1 presents the data collected in transient states during
pulsed-field magnetisation. The waveforms of current and measured magnetic flux density on
the surface of the bulk have been plotted. The second Subsection 5.2.2 presents the data
plotted as a function of the distance on the bulk’s surface with respect to applied peak
magnetic flux density B̂app at both GS and GSB. Additionally, the values of peak magnetic
flux densities recorded by the sensors are plotted similarly for comparison. The third
Subsection 5.2.3 presents the data of trapped field, and peak field with respect to peak
applied magnetic flux density B̂app at points where sensors were located. Lastly, Section 5.3
summarises the conducted experimental research.
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5.1. Flux pump setup
5.1.1. System topology

The final circuit topology presented in Figure 5.1a differs from the previously shown circuit
in Figure 4.1a, due to practical and safety reasons. The photo of the assembled system is
presented in Figure 5.1b. The circuit is powered from the DC supply with a given voltage
UDC and is turned off when the capacitor bank is charged-up. In such a power supply, there
could be switches to short-circuit output when it is turned off, or the output capacitors could
resonate with an external circuit. The diode D3 prevents reverse current flow from the capacitor
bank to the power supply. The series resistance RC has two purposes - firstly, it reduces rush
current in case of applying high voltage UDC; secondly, it serves as a discharge resistor in case
of emergency, when switch S2 is closed. The switch S1 is the main switch, which allows for
discharging the capacitor bank through the coil (RL circuit). The diode D1 prevents from
oscillations and reverse current flow through capacitor bank C, being composed of electrolytic
capacitors. In that case, to avoid immediate current decrease, thus high di/dt, the current
slowly discharges through parallel diode D2. The capacitor bank can be composed of up to
five capacitors connected in parallel.

(a) schematic

(b) assembled system

Figure 5.1. The RLC flux pump system: (a) schematic; (b) assembled system

To assemble the circuit a thyristor/diode modules VS-VSK 162 [216] were used for diodes
D2 and D3. The diode D1 is a parallel diode in IGBT module SKM 200GB173D [217]. For
switches, S1 and S2, the DC manual circuit breakers of nominal current 64 A were used. The
capacitor bank C is composed of electrolytic capacitors KEMET ALS70A120DE400 [213]
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rated up to 400 VDC and 1 mF each with nominal deviation of ±20%. The measured
capacitance of each capacitor is at around 0.88 mF, which is within specification. Despite the
deviation from the nominal capacitance value, the cases will be named in the following
sections: 1 mF, 2 mF, and so on - for simplicity. The coils designed in Chapter 4 are
presented in Figure 5.2. The coil L3 differs in colour from the other two coils L1 and L2 since
it was made out of different wires with a different coating.

(a) L1 coil (b) L2 coil (c) L3 coil

Figure 5.2. Coils used for magnetisation of HTS bulk: (a) L1; (b) L2; (c) L3

5.1.2. Sensor placement
For magnetisation, the melt-textured HTS bulk CSYL-28 manufactured by CAN

Superconductors [218] with a diameter of 28 mm and height 10 mm has been used. Seven
magnetic flux sensors CYSJ362A [219] have been used. The calibration and uncertainty
calculation of the sensors is described in detail in Appendix A. The sensors were placed and
secured in the 3D printed sleeve: three along GSB (B1, B2, B3), through the GS along the
radius at an angle of 45◦ from GSB (B5, B6, B7) and one in the center (B4). The Kapton
tape insulated the sensors to prevent any short circuits through the superconductor or
between connections as shown in Figure 5.3a. The HTS bulk fits tightly into the sleeve, but it
has been secured with additional Kapton tape to restrict movement once exposed to the
magnetic field (Figure 5.3b). The sensors are wired using φ100 µm wire, soldered to each pin
and twisted along to reduce mutual inductance and reduce possible induced voltage.

The HTS bulk with sensors has been placed on a 3D printed stand Figure 5.3c, which locates
the bulk at the center of the coil’s height, and is pressed in place by another cylindrical piece
from the top, with an additional, non-magnetic weight on top. The 3D printed parts were
printed using polylactic acid (PLA), an organic compound and non-magnetic, therefore does
not disturb the magnetic field. Additionally, the PLA has a negligible change in dimensions
when exposed to liquid nitrogen. To reduce temperature gradient, which might induce excess
mechanical stress inside the 3D printed part, those with significant thickness have been printed
with a low infill, where LN2 can flow through imperfections in the walls.

To test the hypothesis of influence peak magnetic flux density (B̂) or its rate-of-change
( dB/dt) on the trapped magnetic field inside the bulk, two coils have been constructed. Both
coils were made of φ1.445 mm wire with the same inner diameter Din = 35 mm and same height
H = 60 mm. The coils differ by the number of turns and external diameter and thickness to
compact every turn as close as possible to the inner diameter. The data of both coils is
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presented in Table 4.1. The third coil with L3 = 1 mH has been constructed additionally
as a result of measurements conducted for 9 mH and 3 mH coils. The coil with the lowest
inductance was tested only 5 mF, since data obtained for 2 mF system did not show significant
enough values of the trapped field.

(a) (b) (c)

Figure 5.3. 3D printed sleeve with sensors for mounting the HTS bulk: (a) mounted sensors; (b)
with attached bulk; (c) mounting pieces

5.1.3. Measurement description
The measurements were taken in two stages: in the first stage, during the transient-state

stage where the current pulse is applied and peak values are captured, and in the second stage,
at the steady-state, the trapped magnetic field distribution is measured with sensors.

According to provided circuit analysis in Section 4.3 peak flux density depends on
capacitance C; therefore, the measurements were conducted for two capacitances - 2 mF (two
capacitors in parallel) and 5 mF (five capacitors in parallel). The peak current, and
consequently, peak magnetic flux density, does not change proportionally to capacitance and
using two capacitors instead of a single allowed for lower current drawn from each, avoiding
excess heating and potential damage. The main factor influencing peak magnetic flux density
is voltage UC0 of the capacitor bank (Section 4.3); therefore, the measurements were
conducted for different voltages ranging from 50 V to 300 V.

The applied magnetic flux density B̂app referred in the following thesis is the magnetic flux
density induced in the system without superconducting bulk in the very center of space, where
that bulk would be located. In the case of the solenoid coil, the magnetic flux density increases
along the radius as getting closer to the windings. In different systems, i.e. with a ferromagnetic
core, the magnetic field could be uniform in the air gap where the superconductor would be
located. Nevertheless, defining B̂app as such reduces ambiguity and provides a precise definition,
regardless of field distribution. For analysis, it is necessary to present data in a more general
fashion, independent of the system where voltage and current may differ; thus, measurements
in steady-state are presented in terms of B̂app instead of voltage or peak current since these are
setup-dependent. The peak applied field is evaluated by using measured linear characteristics
for each coil (A.1) and extrapolating data to a given current value as shown in Figure A.2.

The measured values were captured and displayed on the oscilloscopes (Agilent Technologies
DSO-X 2004A [220] and Keysight DSO-X 2014A [221]) triggered simultaneously. The voltage
readings from all sensors were obtained via oscilloscope probes Rigol PVP2150 [222]. The
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voltage to the sensors was delivered from AIM-TTI QPX600DP [223] power supply set to a
constant voltage of 10 V. The current has been measured using Chauvin Arnoux PAC 12
[224] current probe, and the power supply used for powering the flux pump system was the
TKD-Lambda Americas GEN300-5 [225].
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Figure 5.4. Waveforms of measured magnetic flux density and current for system L1/5mF/200 V

Figure 5.4a shows waveforms of current, applied and measured magnetic flux density at
various points on the surface of HTS bulk. Firstly, the current rises rapidly when capacitor
bank C is being discharged. The peak value is achieved after a few milliseconds, and then the
current decays with a time constant. The power is dissipated on the resistance and parallel
diode D1 (Figure 5.1). It can be seen that the magnetic flux density has some inertia at different
points on the bulk’s surface. The highest inertia is at the center of the bulk (B4), whereas the
lowest is at the edge at the bulk (B7). The highest values of the magnetic field are trapped
on the GSB, which is consistent with what has been explained in Section 2.4 - the GSB region
has higher pinning compared to GS.
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5.2. Results
5.2.1. Transient-state results

To make a fair comparison between coils, the cases with similar peak applied magnetic
flux density have been chosen but have to differ by applied voltage since it is the main factor
that controls the current value. The data to present in this subsection in the transient state
were picked for highest voltages UC0 due to significant influence on the trapped field and most
interesting dynamics of the PFM process. Comparing systems with 2 mF and 5 mF
capacitance shows that indeed, the system with lower capacitance results in lower peak values
of current and, therefore, flux densities as shown in Figure 5.5. Also, as seen in previous
chapter (Figures 4.6e and 4.6f), the peak current is nonlinearly dependent on the capacitance
value. In the following system the 2.5 increase of capacitance (from 2 mF to 5 mF) resulted in
1.5 increase of peak applied field (i.e. for coil L1 from 1.3 T to 1.9 T). Therefore, increasing
the number of capacitors in parallel can be justified mainly by decreasing the total current
drawn from each. Sensors B1 and B7, which are closest to the edges and exposed to the
strongest applied field, show the highest field readings. These regions also have the lowest
inertia for field penetration, whereas the regions closer to the center have higher inertia
(Figures 5.5 and 5.6). The influence of inductance on the current rate-of-change has been
confirmed for all coils (Figure 5.6). The readings from GS (B5, B6, B7) show higher inertia
than GSB (B1, B2, B3) due to lower pinning resulting in slower penetration of the field. The
highest inertia occurs at the center of the bulk (B4). This shows that the inertia of
magnetisation increases as getting closer to the center of the bulk. This manifests in two ways
- firstly, it delays magnetic field rising time, and secondly, it delays also falling time of the
field. Additionally, it results in lower peak magnetic flux density values at points where
sensors were located (B3, B4 and B5) closest to the center. The delay in the magnetic field
measured at the center results from induced eddy current in the HTS bulk during
magnetisation that opposes the applied field. However, probably due to losses, the strength of
the applied magnetic field and its duration during rising higher readings are achieved closest
to the center.

Power losses generated inside the bulk could contribute to temperature rise inside the bulk
and a temperature wave propagating through the bulk from the edges to the center resulting
in higher field penetration. During the time when the current decays, the counter-current
starts being induced inside the bulk. That newly induced current flows in the opposite
direction to current induced during ascending phase and sums up over a much longer time
period during descending phase. Due to the superconducting phenomenon and corresponding
near-zero resistivity of the material, the induced current has a significantly higher value,
possibly close to its critical value.
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Figure 5.5. Current and magnetic flux density waveforms during magnetisation in C = 2 mF system
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Figure 5.6. Current and magnetic flux density waveforms during magnetisation in C = 5 mF system
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5.2.2. Steady-state results - measurement at point
Due to the low number of measurement points on the surface of the HTS bulk, visualisation

of data can be done in a limited fashion. For this purpose, the trapped magnetic field has
been plotted along the radii of the bulk on GS and GSB as shown in Figures 5.7 and 5.8,
where both start at the center (0 mm) and move towards the edge (12 mm) along the radius.
The consecutive colors appearing on the legends in Figures 5.7 and 5.8 correspond with values
of voltages UC0 = 50 . . . 300 V that were applied from the power supply. The voltages were
increased incrementally every 50 V. The behaviour of GS and GSB regions is distinctive from
one another. The system with lower energy, meaning C = 2 mF, results in lower trapped fields
than the system with C = 5 mF. In the case of the former, the distribution of trapped field
is M-shaped1 as in Figure 2.16-4 along the diameter of the bulk on the GS, whereas on the
GSB it is V-shaped1 as in Figure 2.16-8. In the system with L1 coil, the trapped field starts
to slowly diffuse towards center of bulk at fields above 0.6 T, which is visible by the increase
of field at the sensor located at 4 mm.
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Figure 5.7. Distribution of trapped magnetic flux density on GS and GSB for different B̂app in
system with C = 2 mF

1Referring to shape of field distribution along the diameter is at the assumption of having similar distribution
at all GS or GSB, at position 180◦ from the measurement, which is a mirror image.
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Figure 5.8. Distribution of trapped magnetic flux density on GS and GSB for different B̂app in
system with C = 5 mF
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Nevertheless, the field cannot penetrate to the center even at 1.3 T (Figure 5.8a). The
values shown in legend in Figures 5.7 and 5.8 are peak values of applied field B̂app measured
at the spot and it was decided to ommit rounding numbers to get a clearer understanding of
occuring values. In the system with L2 coil, at higher applied magnetic field B̂app = 1.6 T
the diffusion towards center is visible through GS, and substantial values are reached on the
GSB as well (Figure 5.8b). In system with higher energy C = 5 mF the field distribution
changes it shape as higher fields are applied, and transitions from M-shaped (Figure 2.16-4),
to inverse U-shape (or ∩-shape) on GS and from M-shaped to inverse V-shape (or Λ-shape)
as in Figure 2.16-8 on the GSB in system with L1 coil (Figure 5.8c). In system with L1 coil
the cases at fields B̂app = 1.6 T and B̂app = 1.9 T differ slightly, which means, that a plateau
and optimum magnetic flux [91] has been reached for this particular system (solenoid coil with
L1 = 9 mH, C = 5 mF, T = 77 K) and this particular bulk. Increasing applied flux density
any further might not increase the trapped field, but contrary - it can be decreased due to
higher generated power losses in the bulk. Similarly, in system (solenoid coil with L2 = 3 mH,
C = 5 mF, T = 77 K) the trapped field decreases at higher applied fields B̂app = 2.3 T
compared to lower B̂app = 2.0 T.

The distribution of trapped field in systems with L2 (Figure 5.8c) and L3 (Figure 5.8e)
is quite similar at lower values of applied field and highest values. At the intermediate stage
(yellow lines - UC0 = 200 V), the values of peak applied field (shown in legend) differ, which
might explain the difference in obtained values.

Comparing results presented in Figures 5.8b and 5.8d one can observe that the distribution
of trapped field is similar (but has different values) for applied fields B̂app ≤ 1.6 T. The
field distribution has similar features on both GS and GSB. This indicates that higher dB/dt
plays an important role in trapped magnetic field distribution and its values. The same can
not be said in the case of the system with L1 coil. Also, L2 coils allowed for higher peak
applied fields and consequently higher trapped fields using the same power source in both cases
(C = 2 mF and 5 mF).

If the applied field has a low amplitude ≤ 1.3 T, in all cases, it results in the highest value at
the position 8 mm. This is due to two counter-currents induced inside the bulk. Firstly, when
the current was ascending, a current in one direction was induced, whereas a counter-current
was induced during the descending phase. However, the duration and field strength was such
that it could not be induced in the opposite direction on the whole cross-section of the bulk
resulting in inverted M-shape field distribution (Figure 2.16-4). As a result, the magnetic field
measured at the edge of the bulk has a different direction than at the other locations as it has
the same similar to what has been shown previously in Figure 2.16-8.

Analysis of the peak measured flux density on the surface of the HTS bulk shows that the
highest values occur on the edges of the bulk in all cases. This is due to the proximity of
the bulk and the coil, where the magnetic field has the highest values. In both systems with
C = 2 mF the peak field at the center generally stays at the lowest level (Figures 5.7b and 5.7d),
whereas in systems with C = 5 mF the peak field gradient becomes more uniform as higher
fields are applied (Figures 5.8b, 5.8d and 5.8f). At sufficiently high field values B̂app ≥ 2.0 T
and both coils with higher current rate-of-change (L2 in Figure 5.8d and L3 in Figure 5.8f)
there is a visible dip in the measured peak field at position 8 mm. This might indicate that
the current density diffuses towards the center and consequently increases field closer to the
center (points 0 mm and 4 mm), which results in a visible dip in position 8 mm or might be
due to temperature increase at the center, allowing for more field to pass through the bulk
resulting in higher readings at the center.
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5.2.3. Steady-state results - influence of peak applied field

To visualise the influence of peak applied magnetic flux density B̂app on value of trapped
field a set of characteristics has been created and shown in Figures 5.9 and 5.10. Systems with
C = 2 mF (Figures 5.9a and 5.9c) show that trapped field at the center of the bulk (B4) does
not rise until reaching at least B̂app > 1 T. Both systems are far from reaching saturation of
trapped magnetic field, thus applied field can be further increased by increasing capacitance to
C = 5 mF (Figure 5.10). Much higher peak values are achieved in the system with C = 5 mF
(Figures 5.10b, 5.10d and 5.10f) due to higher total charge stored in capacitors. This results
in higher trapped field, especially at the center of the bulk in all system at sufficiently high
applied fields (Figures 5.10a, 5.10c and 5.10e) above 1.5 T.

The coil with higher inductance (L1) seems to penetrate further into the center of the bulk,
compared to other coils (L2 and L3) for the same values of the applied field below 1 T. For fields
above B̂app > 1.5 T the system with coil L1 starts to reach saturation point (Figure 5.10a).
Increasing applied field only slightly increases trapped field at the center (B4) of the bulk.

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
Peak applied magnetic flux density (T)

0.1

0.0

0.1

0.2

0.3

0.4

M
ag

ne
tic

 fl
ux

 d
en

sit
y 

(T
)

B1
B2
B3
B4

B5
B6
B7

(a) L1/2 mF Trapped field

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
Peak applied magnetic flux density (T)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6
M

ag
ne

tic
 fl

ux
 d

en
sit

y 
(T

)

B1
B2
B3
B4

B5
B6
B7

(b) L1/2 mF Peak field

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
Peak applied magnetic flux density (T)

0.1

0.0

0.1

0.2

0.3

0.4

M
ag

ne
tic

 fl
ux

 d
en

sit
y 

(T
)

B1
B2
B3
B4

B5
B6
B7

(c) L2/2 mF Trapped field

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
Peak applied magnetic flux density (T)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

M
ag

ne
tic

 fl
ux

 d
en

sit
y 

(T
)

B1
B2
B3
B4

B5
B6
B7

(d) L2/2 mF Peak field

Figure 5.9. Influence of peak applied magnetic flux density on the magnetic field on the surface of
the bulk in system with C = 2 mF
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(f) L3/5 mF Peak field

Figure 5.10. Influence of peak applied magnetic flux density on the magnetic field on the surface of
the bulk in system with C = 5 mF
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In other cases (L2 and L3), after reaching a certain peak magnetic flux density, the bulk’s
center becomes saturated, and further increase of applied field > 2 T results in a drop of the
trapped field as shown in Figures 5.10c and 5.10e. This is probably due to excessive power
losses being induced in the bulk. The system with coil L2 results in a much higher trapped
field (≈ 2.4 T), which can be possibly attributed to higher dB/dt and higher peak field B̂ at the
same time. Higher applied peak fields B̂ are reached due to a more compact design, compared
to L3 coil made of wire with a bigger diameter. The more tightly coil is wounded, the stronger
field can be generated at a given distance from the winding.

However, the coil L2 reaches optimum trapped field [91] of approximately 0.6 T at the
applied field of B̂app ≈ 2 T, the coil L3 reaches it at B̂app ≈ 1.6 T. This shows, the significance
of achieving higher current rate-of-change. The same values in systems with both coils was
achieved at UC0 = 250 V, but at a cost of much higher current in system with L3 coil reaching
Î = 500 A, compared to system with L2 where peak measured current was at 300 A.

The peak magnetic flux density measured by each sensor and corresponding peak applied
flux density shown in both Figures 5.9, and 5.10 indicate that if values differ significantly, the
trapped field will be lower. If increasing B̂app causes a significant increase in measured peak
field, and values are converging, this might indicate good effectiveness of PFM. Nevertheless,
a too high value of an applied field might result in a lower trapped field.

The highest values occur at the edges of the bulk, which is to be expected due to the
proximity of coil turns, although this value seems to drop as the peak applied field increases.
This might be due to a significant eddy current being induced in the bulk, which counteracts
the applied field.

98



Experimental verification

5.3. Summary
The designed coils perform as intended, and current waveforms are congruent to what

simulations have estimated. The measurements have shown that increasing capacitance and
voltage positively influence peak current value, resulting in higher peak fields. The coil labelled
as L2 had the best highest peak-ampere turns per volt unit value NÎ/ÛC0 > 500 A/V which can
be attributed to the lower diameter of the wire compared to L3 coil, thus allowing for tighter
loops, even a higher number of turns, which resulted in the highest peak fields B̂app > 2 T.
Nevertheless, such high values negatively affect trapped magnetic fields inside the HTS bulk,
probably due to higher overall losses. In this particular system - solenoid coil magnetising HTS
bulk DHTS = 28 mm and HHTS = 10 mm cooled by LN2 at 77 K; the limit seems to be at
around B̂trap ≈ 0.6 T of trapped field, regardless of the coil inductance.

Increasing capacitance does result in higher currents as predicted, but since it is a
nonlinear dependence, there is a diminishing return from increasing it. On the other hand,
the benefit is dividing the current per connected capacitor and consequently lowering losses
and thermal stress within, which might result in damaging capacitors. Therefore, most
benefits are seen from increasing the voltage that proportionally influences the value of the
magnetic flux density, although an optimum value has to be chosen since too high applied
fields result in a decrease of trapped fields.

The measurements have shown that decreasing inductance of the coil allowed for reaching
B̂trap at lower applied fields B̂app ≈ 1.7 T; thus at lower voltages. So the coil with lower
inductance could be smaller overall, but the disadvantage of using a coil with lower
inductance is the higher peak current that components have to conduct and dissipate - mostly
parallel diode D2.

During the measurements, flux jumps have not been observed in the magnetic field
waveforms, although on static measurements, the trapped field suddenly increases at the
center (sensor B4) after exceeding the threshold value of the applied field at around
B̂app ≈ 1.4 T. The measurements are consistent in that regard for every coil; therefore, it
seems to be a feature of the HTS bulk magnetised with the RLC flux pump operating at
given conditions.
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6
Electromagnetic modelling

In this chapter, the numerical approach to electromagnetic modelling of superconducting
materials is presented. The first Section 6.1 focuses on the description of electromagnetic
problems using partial-differential equations and has been divided into four subsections. The
Subsection 6.1.1 presents and describes Maxwell’s equations of classical electromagnetics with
corresponding interface conditions between subdomains of different material properties in
next Subsection 6.1.2. The third Subsection 6.1.3 specifies different PDE formulations based
on field potentials used for modelling slow-changing electromagnetic problems related to
superconductivity. The last Subsection 6.1.4 characterises different models of nonlinear
resistivity of superconducting materials. The second Section 6.2 briefly describes the
finite-element method used for finding the solution of electromagnetic problems. The third
Section 6.3 presents the FEM model setup used for modelling the pulsed-field magnetisation
of superconducting bulks. The model is calibrated by comparing numerical solutions to data
obtained experimentally by adjusting the material properties of the HTS bulk. Next,
Section 6.4 presents the numerical results of the calibrated model. The FEM model is used to
estimate quantities that are difficult or unmeasurable experimentally, i.e. current density or
losses during transient state inside the magnetised bulk. The last Section 6.5 summarises the
numerical investigation presented in the chapter and concludes obtained results.
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6.1. Partial-differential equations
6.1.1. Maxwell’s equations

Superconductivity can be analysed on the level of individual quantum vortices by solving
Ginzburg-Landau equation [226], which shows the movement of fluxons through the
superconductor under various conditions [227]. On the other hand, in applications, such a fine
of resolution is not needed, but superconductors can be analysed with Maxwell’s equations
instead [159, 228]. In classical electromagnetism the Maxwell’s equations are set of four
differential equations including: Gauss’s law (6.1), Gauss’s law for magnetism (6.2), Faraday’s
law (6.3), and Ampere’s law (6.4) [229]. These equations can also be given as a set of integral
equations [230]. The Maxwell’s equations allow for solution of a general case of
electromagnetic problem, although depending on the type of problem some simplifications are
possible.

∇ ·D = % (6.1)
∇ ·B = 0 (6.2)

∇× E = −∂B
∂t

(6.3)

∇×H = J + ∂D
∂t

(6.4)

where: ∇ =
[
∂
∂x

; ∂
∂y

; ∂
∂z

]
- differential operator; D - electric displacement field (electric

induction); E - electric field; % - charge density; B - magnetic flux density; H - magnetic field
strength; J - current density;
The electric induction and magnetic flux density can be nonlinear and depend on other fields:
D = D(E) and B = B(H), which can be described as constitutive relations as in (6.5) and
(6.6) respectively.

D = εE = ε0εrE (6.5)

B = µH = µ0µrH (6.6)
where: µ0 = 4π10−7 H/m - magnetic permeability of free space; ε0 - electric permittivity of
free space; εr - relative permittivity of medium; µr - relative permeability of a medium.
Another constitutive relation is the electromagnetic Ohm’s law given by the (6.7).

E = ρJ = 1
σ
J (6.7)

where: ρ - resistivity of a medium; σ - conductivity of a medium;
In all equations mentioned above, the material properties εr, µr, ρ generally are nonlinear

and depend on various fields acting on the medium, i.e., magnetic flux density, electric field,
temperature, strain or stress. Since different fields can influence the material properties, other
differential equations are necessary to describe the behaviour of the system. However, if the
field values change within known limits, an appropriate constant value can be given, at least for
preliminary simulations. The nonlinear material properties result in much accurate solution,
and for slow-changing magnetic field problems typically the magnetic permeability given as
µr = f(B) or µr = f(H) is used to describe B-H curve of ferromagnetic materials.
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In order to find a solution of the electromagnetic problem, it is convenient to describe it in
terms of potentials - vector or scalar, rather than a set of equations, like Maxwell’s
equations (6.1-6.4). The classical examples are: the magnetic vector potential A and electric
scalar potential ϕ [231]. From the set of Maxwell’s equations and vector calculus, the
magnetic flux density can be related to magnetic vector potential as shown in (6.8), which
also satisfies (6.2).

B =∇×A (6.8)

For magnetic fields varying in time the (6.3) combined with (6.8) results in (6.9).

∇× E = −∂B
∂t

= − ∂

∂t
(∇×A) = −∇×

(
∂A
∂t

)
(6.9)

By bringing all components to left-hand side the (6.10) is obtained.

∇× E +∇×
(
∂A
∂t

)
=∇×

(
E + ∂A

∂t

)
= 0 (6.10)

From the vector calculus, the curl of field is zero if that field is a gradient of some potential
ϕ, from which the (6.11) is derived.

E = −∂A
∂t
−∇ϕ (6.11)

The abovementioned potentials are only classic examples, and it is possible to describe the
problem in terms of other potentials, which will be further discussed in Section 6.1.3.

6.1.2. Interface conditions
The analysed domain usually is composed of different materials where each has different

material properties, i.e. ferromagnetic core and air have different magnetic permeabilities. All
four of the vector fields in Maxwell’s equations are satisfying interface conditions on boundary
between subdomains (materials) given by (6.12-6.15). The fields between two subdomains are
presented in Figure 6.1 with corresponding normal (n) and tangential t components.

n · (B2 −B1) = 0 (6.12)

n× (H2 −H1) = η (6.13)
n · (D2 −D1) = %S (6.14)
n× (E2 − E1) = 0 (6.15)

where: n - normal vector on interface boundary; t - tangential vector on interface boundary; η -
surface current density on interface boundary; %S - surface charge density on interface boundary
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(a) (b)

Figure 6.1. Visualisation of boundary conditions for electromagnetic field

6.1.3. Electromagnetic PDE formulations
The four partial differential equations (6.1-6.4) are expressed in terms of many different

fields like E, H, J, B, D, which are connected via constitutive relations (6.5), (6.6) and (6.7),
and finding the solution to all of these simultaniously is a difficult task due to number of
degrees of freedom. As mentioned in Subsection 6.1.1 the PDEs should be expressed in terms
of potentials, that allows for deriving magnetic and electric fields distribution. The problem
of modelling pulsed-field magnetisation of superconducting bulks can be categorised as low-
frequency electromagnetic fields, meaning that wavelength is much bigger than the dimensions
of analysed objects. The electric charge density %V does not change in the whole domain. The
assumption is net-zero charge density, which leads to charge conservation law in (6.16) [230].

∇ · J = −∂%V

∂t
= 0 (6.16)

Thus, three out of four Maxwell’s equations are used to describe the low-frequency
electromagnetic problem, which are equations (6.17-6.19).

∇ ·B = 0 (6.17)

∇× E = −∂B
∂t

(6.18)

∇×H = J (6.19)
Constitutive relations (6.6) and (6.7) still holds, as well as equations (6.8) and (6.11). These
equations consist of a basis for deriving partial-differential equations expressed in terms of
potentials.

Calculating the distribution of magnetic field or current density generally requires solving
single or set of partial differential equations. For simple geometries, the application of Biot-
Savart or Ampere’s law is sufficient to describe the distribution of these fields [144, 229]. In
other cases where it is necessary to solve a PDE, the symmetry of the model can be exploited
or other forms of simplification, i.e. constant material properties, removing nonlinearities the
PDE solved analytically [144, 232]. However, in the case of superconducting materials and
complex geometries, generally, the best approach is to solve it numerically [228].
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The results of numerical calculations for flux pumps published so far show good convergence
with measurements for each type of pump. Most of numerical solutions are obtained via
finite-element method (FEM) [22, 128, 233, 234]. FEM based calculations allow for numerical
analysis of complex geometries of bulk superconductors in the shape of pellets, cuboids, or HTS
tape structures [235]. The PDE formulation can be described with magnetic vector potential
A, but other state variables are also widely used: H, E and T. Selecting the appropriate
state variable usually depends on the numerical description of the problem. For example,
A−formulation suits well eddy-current problems, especially in 2D, where it can be reduced to
only Az component. This reduces the problem from vector-valued to scalar-valued problem
because only the z-component of the field is calculated. This formulation is generally used for
all sorts of electromagnetic problems since it is quite natural to define current density J as a
source of a field, like a coil or electric potential ϕ. Solving a vector-valued problem requires
solving a set of equations equal to the number of components of the vector.
In other cases like H−formulation and E−formulation, even in 2D, the problem stays vector-
valued; thus, x and y components of vector fields have to be calculated. These formulations
show their strengths in problems, where sources are given as magnetic or electric field intensities.
In the case of superconductivity in H−formulation, it is easier to calculate nonlinear material
properties. An example could be a domain where a coil produces a magnetic field of known
value, which can be given on a boundary of the domain without explicitly modelling the coil
itself. The huge popularity of H−formulation in modelling superconductivity can be attributed
to using resistivity in (6.7) and Ampere’s law (6.19) as E = ρ(J)J instead of conductivity, thus
simplifying numerical setup.

The A−formulation is mainly used in classical electrodynamics problems but also finds its
place in modelling superconducting phenomenon [107–112]. This formulation is described by
pair of potentials: magnetic vector potential A and scalar electric potential ϕ. The formulation
is created by substituting current density in (6.19). Additionally, the magnetic field intensity
H can be substituted by transforming (6.6), thus resulting in (6.20).

∇× 1
µ
B = Js − σ

∂A
∂t
− σ∇ϕ (6.20)

Since the magnetic field B is described in terms of magnetic vector potential A (6.8), therefore
by applying it to (6.20), the final formulation is given as in (6.21) below.

∇× 1
µ
∇×A = Js − σ

∂A
∂t
− σ∇ϕ (6.21)

The magnetic vector potential A is an unknown value, except for the Dirichlet boundary
conditions and the current density Js and electric scalar potential ϕ are given as sources. In all
materials where eddy currents are induced, the conductivity of the material has to be defined.
The conductivity for superconducting materials is a nonlinear function of electric field intensity
σ = σ(E) or other value depending on material properties. If eddy currents are not induced the
conductivity σ = 0, thus removing the term σ ∂A

∂t
. For superconductivity-related problems, this

formulation requires the defining conductivity in terms of the electric field E = −∂A
∂t
, which,

although possible, does not perform very well for high values of n in the E-J power-law (6.38).
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The scalar electric potential ϕ is used when the source is given as electric potential, whereas
current density J for the current sources. The former is used when circuit equivalent parameters
(resistance, inductance or capacitance) are known and can be fed into the model or result from
FEM simulation, but that comes at the cost of computational resources. The (6.21) can also
be derived by applying Coulomb gauge (6.22) [236].

A→ A+∇ϕ (6.22)

So far, the H−formulation (6.23) is the most popular of all formulations in modelling
superconducting phenomenon [122–133, 237]. The formulation arises from problems that
require solving Faraday’s law (6.3), and ease of numerical implementation of nonlinear
resistivity of superconductors (6.35). The formulation requires more computational resources
since it is a vector-valued problem and also a special type of finite elements to be used in the
FEM method, which are curl-conforming elements - Nedelec 1st-kind (N1e) or 2nd-kind (N2e)
elements in 3D space or Raviart-Thomas elements RTe in 2D space [238]. The full overview of
H-formulation in superconductivity, its benefits and uses have been presented in [237].

∇× ρ∇×H = −µ∂H
∂t
− µ∂Hs

∂t
(6.23)

The T−formulation, similarly to A−formulation used in classical electromagnetism of eddy
current problems, but also found its way in simulations of superconductivity problems [113–
117]. The formulation is described by T - a vector current potential and scalar magnetic
potential Φ. In some regions, the current density is source-less, meaning that divergence of
current density is also equal to zero in those regions (6.24).

∇ · J = 0 (6.24)

It means that the current density can be defined with a vector current potential T as shown
in (6.25) and does not affect the (6.24).

J =∇×T (6.25)

The similarity between equations (6.25) and (6.19) can be seen. Additionally, introducing
magnetic scalar potential Φ as in (6.26), does not affect abovementioned equations, and
satifies (6.17).

H = T−∇Φ (6.26)

This results in (6.27).

∇× ρ∇×T = −µ∂ (T−∇Φ)
∂t

− ∂Bs

∂t
(6.27)

Depending on the gauge fixing, the (6.27) with (6.17) can form two different set of PDEs. As
an example, the T−formulation will be used to present derivation for different gauges, however
the same applies to H−formulation and other formulations. For the Coulomb gauge [236] the
condition is (6.28) that results in set of two PDEs (6.29).

∇ ·T = 0 (6.28)

106



Electromagnetic modelling

∇× ρ∇×T = −µ∂(T−)
∂t
− ∂Bs

∂t

∇2Φ = 0
(6.29)

Whereas for the Lorentz gauge [236] (6.30) leads to different set of (6.31).

∇ ·T = −µ
ρ

∂Φ

∂t
(6.30)

∇× ρ∇×T = −µ∂T
∂t
− ∂Bs

∂t

∇ · ρ∇Φ = −µ∂Φ
∂t

(6.31)

The PDE defined in terms of electric field intensity E, also known as E−formulation has
been used to solve superconducting problems [118–121] and is given by the (6.32). Similarly to
A−formulation, the formulation requires the definition of conductivity in terms of the electric
field, instead of current density (6.38).

∇× 1
µ
∇× E = −σ∂E

∂t
(6.32)

In recent years more widely used become a T − A - formulation which combines both
T−formulation and A−formulation [239–242]. The formulation takes benefits from the
A−formulation, which are the definition of current sources J and application of nonlinear
resistivity from T−formulation. The formulation is defined as a set of three equations (6.33).

∇× 1
µ
∇×A = Js

B =∇×A
∇× ρ∇×T = −∂B

∂t

(6.33)

Recently the A−H - formulation has been proposed to solve a superconducting problem [243],
which combines both A−formulation and H−formulation.

Lastly, it is worth mentioning the approach developed by A. M. Campbell [244], which has
been derived from A−formulation and is given as (6.34). The equation solves directly for the
critical state where magnetic flux penetrates the sample. The implementation is as
straightforward as A−formulation, and current sources Js can be used, thus making it
relatively easy to implement in existing software. The equation has been used in a couple of
studies [46, 245] so far.

∇× 1
µ
∇×A = Js + Jp −

1
ρ

∂A
∂t
− k

[
1− exp

(
−(A− Ap)µ0Jc

kAr

)]
(6.34)

where: k = Jc · sgn(Ap − A)− Jp
In this formulation in case of superconducting materials, the value of resistivity ρ is treated as
parameter, which can be adjusted based on experimental studies [245].
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6.1.4. Nonlinear resistivity of superconductors
As in classical electromagnetism, the electromagnetic Ohm’s law (6.7) is a basis for

establishing material resistivity, which in many cases does not depend on the value of current
density or electric field but rather on temperature. Thus, it requires coupled modelling with a
heat equation to obtain the temperature iteratively. If the temperature is known, it is more
preferable to input a constant value at a fixed temperature for simplicity. On the other hand,
the resistivity of superconducting materials depends on the current value at any given point.
Therefore, by combining Ohm’s law (6.7) and E-J power law, the resistivity can be derived as
(6.35).

ρ = Ec

Jc

(
|J|
Jc

)n−1

(6.35)

Equation (6.35) describes the behaviour of superconductors resistivity; it is not well suited
for numerical simulations due to poor stability if the value is equal to zero. The introduction
of a bias value ρ0 as in (6.36) improves the numerical stability of the solution. The value
of ρ0 ≤ 10−2Ec

Jc
was pointed out to work the best. The value itself could be interpreted as

resistivity due to thermal activation [109, 246, 247].

ρ = Ec

Jc

(
|J|
Jc

)n−1

+ ρ0 (6.36)

There have been attempts of modelling resistivity (6.37) and conductivity (6.38) as a function of
electric field for purpose of modelling with A−formulation and E−formulation. As mentioned
previously, those relations does not performs well for high values of n, since the power (n−1)

n
→ 1,

and the resistivity behaves linearly.

ρ = Ec

Jc

(
|E|
Ec

)n−1
n

(6.37)

σ = Jc

Ec

(
Ec

|E|

)n−1
n

(6.38)

The superconducting materials are generally not good conductors or even behave as insulators in
the normal state (T > Tc), and the resistivity is much higher than in the superconducting state
(ρn � ρSC). The model proposed in [124] introduces saturation point of resistivity and treats
superconducting material as a parallel connection of resistances - one being a superconductor
described by E-J power law (2.6) given as ρSC, and the second one in normal (resistive) state
ρn. A similar description is popular in modelling superconducting tapes, cables or coils where
the substrate takes over current conduction when the resistivity of the superconducting layer
becomes significantly high [246, 247].

ρ = ρSCρn

ρSC + ρn
(6.39)

where ρSC is equal to the resistivity modeled using (6.35) or (6.36) and the ρn is the resistivity
of superconductor in normal state.
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The importance of introducing saturation as in (6.39) is highlighted the most in the case of
solving H−formulation and T−formulation in the whole domain. To successfully solve these
PDEs, the resistivity of all subdomains in the model has to be given, including free space,
similarly to magnetic permeability in A−formulation. The procedure of assigning resistivity
to free space ρ = 1 is typical, which is much greater than the resistivity of any conducting
subdomains where eddy currents will be induced. This approach does not interfere with the
results but is necessary for the conformity of the solution. The comparison between resistivities
given derived from E-J power law (6.35) and with a saturation (6.39) as a function of current
density has been shown in Figure 6.2.
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Figure 6.2. Nonlinear resistivity of superconducting materials
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6.2. Finite element method
The solution to a partial differential equation can be obtained analytically for cases with

multiple simplifying assumptions, including geometry simplification or exploiting axisymmetry,
and constant material properties, which usually are also isotropic. Although an analytical
solution gives a glimpse into the relationship between variables and field distribution, it is not
well suited for generalized cases with complex geometries and nonlinear material properties.
One of the ways to obtain the field distribution resulting from the solution of a given PDE is
by finite-element method (FEM), which will be presented briefly in the following section. The
finite-element method has been extensively discussed in the literature, including the underlying
mathematics, accuracy and stability of different PDE equations, stepping methods or finite
elements [248–250]. Therefore, only key steps in formulating a PDE problem using a FEM
solver will be discussed further.

Finite-element method is a generalisation of the classical variational (Ritz) method and
weighted-residual (Galerkin) method [251–253]. It is mostly used to numerically solve
problems that have complex geometries and problems that may have multiple different
boundary conditions on different parts of the model, which will be hard or even impossible to
solve analytically. The solution is obtained by solving a weighted-integral (weak formulation)
of the partial-differential equation by finding the weights associated with every element. The
weights are calculated as a solution to a set of algebraic equations that has been assembled
from the connections between neighbouring elements of discretised domain and set boundary
conditions [251].

6.2.1. Defining a problem
The solver used for FEM simulations in the analysed problems is an open-source software

called FEniCS [254] Although FEniCS provides a rich application programming interface (API)
to interact with, only selected features will be used; thus, only those will be discussed in the
following section to describe the process of formulating a PDE problem. The general approach
stays the same, regardless of used software, where some may require setting up the simulation in
greater detail, i.e. Deal.II [255], and some provide easy out-of-the-box experience, like Agros 2D
[256], whereas somewhere in-between is COMSOL Multiphysics [257] and Ansys [258] allowing
for limited but in-depth access to the algorithms via API. Those will include steps required for
preparing the model - geometry, meshing, selecting element types, weak formulation of PDE
and solving nonlinear PDE equations, without diving too much into mathematics underlying
finite elements, basis function, weighted residual method or matrix operations, including matrix
preconditioners or types of solvers, which are beyond the scope of this thesis.

There are three main steps in defining a PDE problem in any software [251–253]:

1. Preprocessing is a stage at which the preparation of simulation domain begins and
consists of two steps:

(a) Geometry building - at this point, the geometry could either be created from
scratch according to the datasheet or imported from a CAD file. Nevertheless,
in many cases, the geometry of the model requires some processing for numerical
calculations. It is important to determine which parts of the model are important
and which are not, or some parts may require special treatment. This might include
removing some elements of the model entirely that are not important, like finer
details, or even changing its shape to a simpler (i.e. round object replaced with
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polygons). Elements like winding consisting of multiple strands can be replaced with
a single homogenized block with appropriate material properties. At this point, the
dimensionality of the model is determined. Whether the model will be calculated as
3D, 2D (on cross-section) or perhaps even in 1D (i.e. along the cable’s length). In
some cases, the model’s symmetry can be exploited since not always a full geometry
has to be used, but only selected part with symmetry boundary conditions, i.e.
one-quarter of the model. A simple 2D geometry created in Gmsh [259] has been
presented in Figure 6.3a.

(b) Meshing - at this stage, the domain is divided (discretised) into finite elements of
a particular type. The initial mesh is generally of poor quality and requires some
treatment. The mesh could have a fixed size or can change iteratively during
simulation. The software user can select a setting to adjust mesh size and
behaviour in certain regions to better fit the needs and achieve sufficient accuracy.
The input values of settings can be determined on some characteristic length at
given subdomains, i.e. skin depth δ in eddy current problems or y+ value in
computational fluid dynamics (CFD) simulation for flow close to the wall where
sheer stress occurs. The quality of mesh strictly determines the accuracy of the
solution - if the mesh is too coarse, the solution accuracy will be poor, or the solver
might not even converge at all. On the other hand, a fine mesh may result in
better accuracy, but too fine a mesh leads to a high number of degrees of freedom
(DOF) which increases the computational cost, and the solution may never arise.
To determine at which point the size of the mesh becomes acceptable, a mesh
dependency study has to be conducted. In such a study, the mesh is refined, and
the simulation parameters are monitored to determine a point of diminishing
returns, where solution values are not changing significantly. In time-dependent
problems, the mesh could be generated from scratch at every time step or fixed
during all time-steps. The type and order of elements are chosen at this point. The
geometry presented in Figure 6.3a has been meshed and shown in Figure 6.3b.

(a) Geometry (b) Meshing

Figure 6.3. Visualisation of created: (a) geometry and (b) meshing

To decide whether the mesh quality is good enough, there are indicators that are
worth looking up during the meshing like aspect ratio, skewness, Jacobian, distortion
and stretch [260]. The exact definition of these quality indicators might change
depending on the software. One of the basic and most often used metric is the
aspect ratio which is defined as a ratio between the maximum and minimum edge
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length of the element. It is recommended to have elements of ratio at most 1.6
or lower closer to 1.0. Elements with symmetrical shapes are rather desired than
elements with a high aspect ratio. The meshing is done to conform elements perfectly
to the geometry. Also, some compromise is required to reduce computational cost.
For example, besides filling the whole space, if the mesh is constructed out for two
or more submeshes, those can not overlap, and there can not be any hanging nodes,
which implies that the mesh is conforming between neighbouring subdomains.

(c) Problem and boundary conditions setup - the problem has to be defined on
the given geometry. The type of simulation, thus governing PDE which will be
solved, has to be defined on the meshed domain. Depending on the interface of the
FEM solver, a limited number of choices might be presented to the user, i.e. Ansys
Electronics [258], where the type of simulation is selected, and the equations and
matrices are assembled in the background. On the other side of the spectrum is
FEniCS [254], which requires a manual definition of PDE in weak form, and the
user can control the software behaviour at every step. If the partial-differential
equation or set of PDEs is chosen, material properties are selected for the
subdomains. The next major step is to impose boundary and initial conditions.
These are necessary to obtain a valid solution. An example setup for geometry
(Figure 6.3a) is shown in Figure 6.4 for simulating the superconductor as nearly
perfect diamagnetic (µr = 0.001) with a surrounding coil using A−formulation.

Figure 6.4. Visualisation of model definition for solving A−formulation with superconducting bulk
as nearly perfect diamagnetic

2. Computation is finding the solution to the problem that has been set up during
preprocessing step. A set of linear equations is solved either directly if the system is
linear or interactively if the system is nonlinear. Additional mesh refinement can be
performed between iterations. The desired parameters are followed, and their change
with every iteration is observed to confirm the convergence of the solution, i.e. relative
error at each iteration (Figure 6.5). The solution can be obtained for different
parameters, i.e. values of current density or dimensions.
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Figure 6.5. Convergence of FEM solution relative error

3. Postprocessing - after performed calculations, the collected data has to be examined
and presented in some way. This may be in the form of extracting data at a single point,
a couple of points over the curve or visualising the solution in the whole domain. Besides
solution convergence, it is important to determine solution conformity. In special cases,
the obtained result can be compared to the known analytical solution. Generally, such a
thing can not be done. Proper visualisation of results allows for better judgment of model
conformity, deriving proper conclusions and easier communicating the results to other
people. The solution over the mesh can be visualised as is or can be further processed
to highlight some aspects of the field. The software could use provided visualisation
toolbox, or the data can be exported and viewed in external tools, i.e. ParaView [260].
The solution of the described above problem is obtained as the distribution of magnetic
vector potential A (Figure 6.6a), which allows for a calculation of other quantities, i.e.
distribution of magnetic flux density (Figure 6.6b).

(a) Az field distribution (b) |B| field distribution

Figure 6.6. (a) Solution of 2D A−formulation for state variable Az; (b) and magnitude of B field
calculated using (6.8)
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6.3. Numerical model setup
The numerical model has been developed using a finite-element method solver FEniCS

2019.1.0 [254]. It has been decided to create a 2D axisymmetric model of the PFM system
since both solenoid and bulk have axial symmetry. Although the 2D simulation can not include
effects on both GS and GSB, the model should act as a sufficient approximation of magnetisation
on the growth sectors that consist of the majority of the bulk’s surface compared to growth
sector boundaries. The geometry and mesh for the simulation were created using Gmsh [259].
The dimensions of coils have been taken from Table 4.1, and windings have been modelled
as homogenised structures with a rectangular cross-section instead of simulating every single
wire. Due to the axial symmetry of the model, only half of the domain cross-section has been
created (Figure 6.7a). The whole domain Ω has been divided into three subdomains - HTS bulk
(ΩHTS), coil and surrounding free space. The boundary ∂Ω was given the Dirichlet boundary
condition A = 0 to the axis of symmetry of the model, whereas the mixed boundary condition
∂A/∂n = −A/R∂Ω was given to the outer (rounded) edge of radius R∂Ω of the free space [261]
that results in magnetic field not being restricted by the domain.

The whole domain has been meshed using triangular elements (Figures 6.7b and 6.7c),
which are structured in the HTS bulk’s subdomain (Figure 6.7c), and unstructured in the rest
of the domain (Figure 6.7b). The finest mesh was created in the bulk’s subdomain to minimise
the numerical error of the eddy currents being induced inside the bulk, especially due to the
nonlinear behaviour of its resistivity. The mesh dependency study has been conducted, which
resulted in 14400 cells inside the bulk and a total number of 64132 cells in the whole domain.
The Lagrange elements of the 1st-order P1 were used to discretise the domain [261, 262].

(a) geometry (b) meshed domain (c) close-up of the meshed bulk

Figure 6.7. Geometry and mesh of the analysed domain for pulsed-field magnetisation of the HTS
bulk

The magnetic field created by the flux pump was obtained by solving the A−formulation
on the whole domain, including eddy currents in the HTS bulk. The current density source
Js(t) is calculated using equations describing current generated by the flux pump system (4.25)
and evaluated as current density in tangential direction Jθ(t) of the coil (6.41).

∇× 1
µ0
∇×A = Js(t)− σ

∂A
∂t

(6.40)
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Jθ(t) = Ni(t)
WH

(6.41)

To perform a simulation in FEniCS software, the weak formulation of the PDE has to
be derived and implemented. The weak formulation is obtained by taking an inner product
of the PDE (6.40) and test function w [261, 262]. Since the problem is solved using axial
symmetry, the magnetic vector potential A is considered to have only tangential component
Aθ (perpendicular to the geometry), therefore A = [0;Aθ; 0].

− 1
µ0

∫
Ω

(∇×A) · (∇×w) dV =
∫

ΩHTS
Js ·w dV − σ

∫
ΩHTS

∂A
∂t
·w dV (6.42)

For the modelling, the derivative of magnetic vector potential over time needs to be expressed
as a difference between values obtained at time steps h apart (6.43); therefore, by assuming a
finite step of ∆t the backward Euler finite stepping scheme can be applied (6.44), that
calculates difference between current solution An and previous solution An−1 at every point
[261, 262]. For the simulation the time step of ∆t = 250 µs was used with total simulation
time of Tend = 400 ms.

∂A(t)
∂t

= lim
h→∞

A(t)−A(t− h)
h

(6.43)

lim
h→∞

A(t)−A(t− h)
h

≈ An(t)−An−1(t)
∆t (6.44)

The resistivity of superconducting material can be expressed in terms of electric field E
as previously shown (6.37), whereas |E| =

∣∣∣∂A
∂t

∣∣∣. Additionally, the resistivity ρ0 = Ec/Jc0

responsible for the flux flow losses can be added, that will improve numerical stability (6.45).
The conductivity of the superconductor to be used in solving PDE (6.40) is calculated as the
inverse of the resistivity (6.46). The eddy currents are considered only in the HTS bulk.

ρHTS = Ec

Jc(B)

(
|E|
Ec

)n−1
n

+ ρ0 (6.45)

σHTS = 1
ρHTS

(6.46)

The critical current is considered to be field-dependent value Jc(B) according to the (2.10),
due to lack of data regarding Jc in parallel and perpendicular direction of the a-b plane of the
HTS material. The eddy current flowing through the superconducting material is calculated
using (6.47), and the magnetic flux density vector B (6.48), which has vertical component Bz
and radial component Br. The visualisation of field distribution was done in ParaView [260].

JHTS = σHTS
∂A
∂t

(6.47)

B =∇×A (6.48)
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6.4. Results
6.4.1. Transient analysis

The numerical model has to be calibrated before performing the analysis. A multiple
model variants have been analysed to set parameters required for the numerical simulations.
As a result, the values have been defined: n = 13, Jc = 1.6 · 108 A/m2, Bc = 0.25 T,
Ec = 10−4 V/m. Other parameters required for generating current pulse are based on the
derived model in Section 4.4, including coil and HTS bulk geometries. Since the most
interesting behaviour has been observed for higher capacitance (C = 5 mF), the simulations
were performed for only this case at different voltages UC0. An example simulation results are
shown in Figure 6.8 of vertical components Bz of magnetic flux density B on the bulk’s
surface from four points where sensors would be located.
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Figure 6.8. Magnetic flux density waveforms for system L3/5 mF/150 V

The relative critical current density J/Jc distribution inside the HTS bulk on the half
cross-section during magnetisation has been presented in Figures 6.9 and 6.10 for coil L3 with
an inductance of 1 mH in a system with C = 5 mF and charged up to UC0 = 300 V. The
fields distribution were chosen for selected time steps to visualise the magnetisation process.
In the beginning, with a low value of applied field (Figures 6.9a/b), the magnetic field is not
present in the bulk’s structure. As the applied field increases to the peak value at around
t = 3.5 ms (Figures 6.9c/d) the eddy current inside the bulk is induced in such a direction
that opposes the applied field. Next (Figures 6.9e/f), the applied magnetic flux density starts
decreasing, but the magnetic field penetrates further into the bulk’s structure. At this point, the
majority of current density should flow in the same direction. After that, the current is being
induced in the opposite direction (Figures 6.10a/b) when the applied field starts descending.
It can be seen that critical current starts to be induced from the edge of the bulk. As the
applied field decreases, the induced counter-current penetrates further at a value of around Jc
(Figures 6.10c/d). The dynamics of the current induction decreases as time passes since the
field rate-of-change is also lower. Finally, current density flows in the opposite direction to the
primarily induced current through the whole structure (Figures 6.10e/f), which in some cases
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might fall even further over time due to flux creep losses. Depending on the applied field, the
total current on the cross-section of the bulk might be lower, and the current might flow in
opposite directions or partially through the bulk.

(a) t = 0.1 ms (b) t = 0.1 ms

(c) t = 2 ms (d) t = 2 ms

(e) t = 10 ms (f) t = 10 ms

Figure 6.9. Distribution of magnetic flux density and relative value of Jc during pulsed-field
magnetisation at different time steps in system with L3 coil, C = 5 mF and UC0 = 300 V
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(a) t = 15 ms (b) t = 15 ms

(c) t = 20 ms (d) t = 20 ms

(e) t = 50 ms (f) t = 50 ms

Figure 6.10. Distribution of magnetic flux density and relative value of Jc during pulsed-field
magnetisation at different time steps in system with L3 coil, C = 5 mF and UC0 =
300 V
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The final values of current density obtained after pulsed-field magnetisation are presented
in Figures 6.11a/b. If, however, the applied field would have a lower value, it will result in a
different field and current density distribution (Figures 6.12a/b), where current flows in both
directions inside the bulk and can not penetrate through the whole cross-section. The current
density inside the bulk has lower value than Jc due to influence of the magnetic field (2.10).

(a) t = 400 ms (b) t = 400 ms

Figure 6.11. Distribution of magnetic flux density and relative value of critical current density during
pulsed-field magnetisation at different time steps in system with L3 coil, C = 5 mF
and UC0 = 300 V

(a) t = 400 ms (b) t = 400 ms

Figure 6.12. Distribution of magnetic flux density and relative value of critical current density during
pulsed-field magnetisation at different time steps in system with L3 coil, C = 5 mF
and UC0 = 150 V
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6.4.2. Steady-state analysis
The results of the magnetic flux distribution on the bulk’s surface have been compared with

the experimental results in Figure 6.13. As voltage increases and consequently applied field,
the trapped field on the surface of the HTS bulk increases towards the center.
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Figure 6.13. Distribution of trapped magnetic flux density on GS and GSB for different B̂app in
system with C = 5 mF compared with simulation results
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The data presented in Figure 6.13 for the same cases (applied voltages) were coloured
the same. However, to highlight the differences due to simplification of the 2D axisymmetric
model, the voltages were used as labels (Figures 6.13b/d/f) and peak applied fields B̂app as in
Figures 6.13a/c/e. Another difference is the number of measuring points in the experimental
investigation, where a total of seven sensors has been located - four along the radii of GS and
GSB regions spaced 4 mm apart. In the case of the simulation, the vertical magnetic flux
component (perpendicular to the bulk’s top surface) Bz has been shown on the plots along
the whole radius of the bulk’s surface.

Comparing the data obtained for all coils presented in Figure 6.13, the simulation deviates
slightly from the experimental data, especially for the case of L1 coil (Figures 6.13a/b), where
a higher peak value of the trapped field was obtained computationally. The lowest values of
the trapped field were obtained for the L3, contrary to what also has been measured. This is
possibly due to the oversimplification of the axisymmetric model and not taking into account,
for example, power losses and resulting temperature field. However, the results match close
to the bulk’s edges (12 mm), where the magnetic flux is oriented in the opposite direction
(Figures 6.13b/d/f). An additional error can be attributed possibly due to the coil’s geometry
simplification. In L1 and L2 coils, the wire diameter is lower compared to L3 coil. In the first
two coils, the turns are compacted closer together. However, in the case of L3 coil, the larger
wire diameter results in more free space between turns, meaning that the fill factor (ratio of
the area occupied by conductors to the coil’s cross-sectional area) is lower compared to the first
two coils. A certain error can be attributed to the assumption of the uniform current density
distribution Js within the coil. Especially at the beginning of pulsed-field magnetisation, when
the magnetic field is expulsed from the bulk and distorted in the surrounding free space.

As mentioned in the introductory chapter (1), the pinning on the GS and GSB differ,
including the very center of the bulk, where the seed was located. Such difference might
explain the different behaviour of the numerical model compared to the experimental results.
Additionally, the whole structure of the bulk has different properties inside, which results
from the manufacturing process. The exact material properties of the bulks inside were
estimated by comparing waveforms of the magnetic field on its surface, thus limiting the
predicting values. The values of trapped field obtained for flux pump system operating below
250 V match experimental results, both in terms of values and field distribution.

Another source of error might be due to an insufficient number of iterations during the
calibration of the models. The total number of performed measurements taken in during
experimental research was 30. The simulation requires fine stepping time for the whole pulse
duration and beyond to obtain the data in the steady-state. This results in a significant
computational time of each case to achieve sufficient numerical accuracy, and therefore
numerical results were compared with the small number of cases for the limited number of
iterations.
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6.5. Summary
The numerical simulations of the pulsed-field magnetisation of the HTS bulk were calibrated

by comparing magnetic flux waveforms measured by the hall sensors located at the surface
of the bulk. The computations were based on the finite-element method used to solve the
A−formulation in the domain. The current waveforms have been generated using derived
equations (4.25) of the flux pump system. A simplified 2D axisymmetric model was used.

The numerical analysis has allowed for computing current density inside the superconducting
bulk during the transient state of the PFM, which otherwise can not be measured directly. The
analysis has shown that during the current pulse ascending phase, the eddy current inside the
bulk is induced, which instantaneously reaches the value of ≈ Jc due to the low resistivity of
the material. The counter-current starts being induced in the opposite direction during the
descending phase of the current pulse waveform. The process continues as long as the applied
pulse is sufficiently high and the current decays long enough. The higher the capacitor bank
voltage UC0 is, the higher is the peak current Î and corresponding peak applied field B̂app. This
also results in a longer pulse duration since the whole energy stored in the capacitor bank must
be depleted. The counter-current induced inside the bulk continues to be induced inside to
the point of occupying the whole cross-section. This results in achieving the highest magnetic
flux density at the center of the bulk.

If the applied field has a lower peak value, the amount of induced counter-current is lower,
and two currents flowing in opposite directions are present on the cross-section of the bulk.
This results in achieving a peak field somewhere in-between the bulk’s center and its edge
along the radius. The trapped field also reaches lower peak values than in a system with
much stronger applied fields.

The results obtained numerically differ from the measured values since the simulated
model was heavily simplified to the simulation of the 2D cross-section of the system. The
simplifications were also made regarding the temperature inside the bulk, which was not
considered. The power losses and the temperature might play an essential role in the
pulsed-field magnetisation since the HTS bulk operates close to its critical temperature.
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7.1. Summary
The aim of the thesis was to examine the influence of flux pump circuit parameters on

waveforms of the current and the applied magnetic field, and consequently, on the effectiveness
of the pulsed-field magnetisation.

The dissertation began with an introductory Chapter 1 where key points related to
pulsed-field magnetisation are presented from the engineering point of view. Next, an
extensive literature review has been presented on subjects describing the current state of the
art on the PFM: flux pump systems, measuring equipment, phenomena arising during
pulsed-field magnetisation (influence of peak applied field or flux jumps), types of coils,
cooling systems, types of superconductors, multi-pulse methods of magnetisation and
applications. As a result, a hypothesis has been formulated to extend simplifications and fill
in the absence of a particular description of flux pump systems for pulsed-field magnetisation.

To give a background to a potential reader about the superconductivity phenomena, the
second Chapter 2 presents the fundamentals of superconductivity briefly. The focus of that
chapter is to present electromagnetic formulas describing superconductors under the influence
of the magnetic field, current and temperature used in the engineering practice of designing
superconducting devices and their applications.
Next Chapter 3 has been dedicated strictly to pulsed-field magnetisation, where the aspects
of that process are described in greater detail, backed with a literature review. The chapter
highlights features of pulsed-field magnetisation with comparison to other methods (FC and
ZFC) and different types of PFM systems. From the variety of structures, an RLC circuit has
been chosen as one for investigation with a solenoid coil.

The in-depth study of a flux pump circuit for PFM has been presented in Chapter 4
divided into two main parts focused on the flux pump circuit and magnetising coil design.
The analysis was done to describe a current waveform generated by the circuit, emphasising
the influence of the circuit components. The derived formulas for the current waveform are
applicable to the multi-pulse operation of the circuit, including those with controllable
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electronic switches (i.e. transistors). However, the research has been focused on single-pulse
magnetisation to reduce the number of potential variables.
A methodology for designing a solenoid coil dedicated for pulsed-field magnetisation was
introduced. The described design procedure has been developed to achieve particular
parameters of the coil - gain and field rate-of-change.

The designed coil and system were built and examined experimentally in Chapter 5
operating on the YBCO bulk cooled with liquid nitrogen (77 K) at atmospheric pressure.
Primarily, two coils (L1 = 9 mH and L2 = 3 mH) were designed using the procedure presented
in Chapter 4 to examine the influence of current and field rate-of-change on the trapped field.
Both coils were used in the system with two capacitance values (C = 2 mF and C = 5 mF) to
explore the influence of the capacitance on current and magnetic field waveforms. As a
consequence of measurements, the third coil (L3 = 1 mF) has been designed and tested only
in a system with C = 5 mF, since only the system with this capacitance had a substantial
effect on the trapped field. The effect of a peak field has been explored by applying a range of
voltages, from 50 V to 300 V in the flux pump to magnetise the HTS bulk. The trapped field
measurements were done using off-the-shelf components, including seven linear hall sensors
(CYSJ362A) located near the surface along the growth-sector boundary and on the growth
sector. The use of readily available components has proven to be a cost-effective and reliable
solution in the range of measured fields. The measurement of the magnetic field had been
done in seven points in total where sensors were located. However, the advantage of such a
measurement are field waveforms obtained in the transient state during magnetisation.
Nevertheless, gathered data does not give a complete picture of the processes inside the
superconducting bulk.

A separate Chapter 6 has been dedicated to the modelling of superconductors, focusing on
the electromagnetic aspect of pulsed-field magnetisation. At the beginning of the chapter, an
overview of partial-differential formulations is presented, used to approximate phenomena
arising inside the superconductor during PFM. To evaluate mathematical model of the
superconductor, a finite-element method has been used. The results obtained numerically and
experimentally overlap at low and high applied fields, with a deviation in intermediate states.
The inconsistency might be due to simplifications implemented in the model. The simulations
can be treated as an extension of the measurements, allowing for obtaining unmeasurable
quantities such as current density distribution inside the superconductor or power losses and
consequently temperature field distribution inside.

7.2. Final conclusions
The presented study was focused on the pulsed-field magnetisation of HTS bulks. It has

been shown that coil inductance has a beneficial effect on the trapped field inside the bulk. This
conclusion favours using smaller coils with lower inductance instead of larger systems. However,
this comes with a drawback in the form of higher currents required to generate sufficiently high
fields, thus forcing the use of proper components suited for the application. More compact
coils can be used inside devices to magnetise bulks. The solenoid coil does not interfere with a
magnetic field produced by the bulk since it could be wrapped around it.

The pulsed-field magnetisation effectiveness can be judged by the magnitude of the trapped
field and its distribution at a given applied field. It has been shown, that coil with the lowest
inductance value (1 mH) resulted in trapped field of Btrap = 0.6 T at approximately 1.6 T of
applied field at the center, where comparable value has been achieved at B̂app ≈ 2 T for 3 mH
coil. The 9 mH coil was not able to reach a trapped field of that magnitude. The capacitance
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value C plays a vital role in achieving high trapped fields since it is the only source of energy in
the RLC flux pump. Increasing capacitance results in significantly longer pulses, allowing for
current to be induced inside the bulk. The limitation of achievable high trapped field Btrap in
the analysed system could be related to: type of the system (RLC) imposing current waveform,
coil type directly dictating field distribution, and limited cooling capabilities of the bulk.

The equations describing the current waveform account for R, L and C parameters of the
flux pump have been derived. The procedure developed for designing solenoid coils for PFM
systems accounts for desired output parameters and coil geometry. The feature of low coil
inductance can be further explored to maximise the trapped field. In conducted study applying
a single pulse of high magnitude B̂app > 2 T resulted in a decrease of trapped field, possibly
due to higher losses generated in the bulk and poor heat dissipation.

Finite-element method simulation for an electromagnetic simulation has been implemented
and evaluated in open-source solver FEniCS. The equations describing the current waveform
were used as the current density source in the FEM model. This allows for the association of
the flux pump circuit with exact waveforms arising in the analysed system. The results
obtained numerically are congruent with experimental results at low and high applied fields.
For low applied fields (< 0.5 T), the magnetic field on the surface forms a ring shape. For
higher applied fields, the trapped field in the center of bulk rises significantly. The
intermediate values differ, possibly due to limitations of a 2D model, compared to a 3D model.
One of the results of FEM analysis is the current distribution inside the bulk, which shows
that the current responsible for the generated field inside the bulk is induced when the
current waveform declines.

The abovementioned conclusions confirm the stated hypothesis at the beginning of this
dissertation.

7.3. Key achievements
As the most important original, to the Author’s knowledge, achievements contributing to

the field of electrical engineering, the following can be appointed:

• developed methodology of designing coils for pulsed-field magnetisation in RLC flux pump
taking into account desired parameters, such as gain (B̂/Î), current and field rate-of-
change, and coil dimensions;

• derived equation describing capacitor’s voltage and coil’s current waveforms for an RLC
flux pump system;

• designed and constructed of flux pump dedicated for PFM of superconductors;

• performed measurements of the trapped field in HTS bulk achieved by pulsed-field
magnetisation;

• verified by experimental validation developed models of the flux pump;

• implemented and evaluated numerical models utilising finite-element method describing
PFM of superconductors in open-source software;
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7.4. Potential future research
The conducted study focused on a single-pulse PFM system utilising a solenoid coil.

Therefore, the research on the influence of applied magnetic field’s gradient over time on the
trapped field was limited and could be extended to split and CMDC coil systems, although
the methodology for designing coil ought to be modified.

The analysed RLC flux pump system did not allow for active current waveform control,
unlike in a system with electronic switches, i.e. transistors. Such systems allow for pulse width
modulation of a signal, thus shaping the current waveform. The multi-pulse PFM method could
be explored, emphasising the already mentioned field rate-of-change, which could potentially
result in higher trapped fields.

Setting up FEM simulation and computing results for problems such as pulsed-field
magnetisation is a tedious task, requiring significant computational resources due to the
multitude of coupled fields. A potential solution to decrease computational time and cost is to
utilise a neural network to predict field distribution inside the bulk at given conditions.
However, the neural network would still require training data to be obtained either
experimentally or computationally. The advantage of neural nets lies in problem
generalisation capability; therefore, not many data points would be required.
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A
Magnetic field sensors

A.1. Hall sensor calibration
To measure the magnetic flux density, a set of seven CYSJ362A [219] hall sensors have been

used, which have already been used in measurements related to superconductivity [263]. To
properly perform the measurement of magnetic flux density, the sensors have to be calibrated
individually to obtain voltage-magnetic flux density characteristics. The magnetic flux density
values expected to occur in the system are above 2 T; thus, sensors have to calibrated in that
range. On top of that, the applied magnetic field does change over time since the current is a
pulse wave with a short rising time and long falling time.

The calibration of the sensors has been done with a solenoid coil L2 = 3 mH, without the
presence of any ferromagnetic materials. The coil L2 was chosen since it results in the highest
peak magnetic flux density generated by the flux pump. The procedure of calibration was done
in two steps. Firstly, a relationship between the value of current and magnetic flux density of
each coil has was established at the center of the solenoid. Secondly, the relationship between
voltage reading and magnetic flux density for every sensor was found. Both measurements
combined allows for evaluating the B(U) function of the sensors.

The testing setup composed of a 3D printed guide and coil is presented in Figure A.1. The
3D printed guide has been printed on a 3D printer with a PLA material, an organic and non-
magnetic material, and does not change its dimensions significantly when exposed to liquid
nitrogen. The sensors were located at the very center of the coil, where magnetic field is the
most uniform and has an axial component. The spot where sensors were located has additional
radial channels to provide liquid nitrogen for cooling (Figure A.1b). The guide also has multiple
openings in the axial direction to reduce temperature gradient and provide paths for placing a
reference hall probe (F71 Teslameter by Lake Shore Cryotronics [264]) and wiring of the sensors.
The sensors were secured in place with Kapton tape and pressed from top and bottom with two
pieces of the guide to reduce the possibility of any movement during measurement (Figure A.1a).
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(a) (b)

Figure A.1. Visualisation of the hall sensor calibration setup: (a) view through coil cross-section;
(b) close view at the sensor location

A.1.1. Coil characteristics
The measurements were done at room temperature by passing DC current through the coil

to verify the current-magnetic flux density relationship of all designed coils. The system was
powered by a DC power supply with a current of up to 10 A. For measurement of the current,
the Sanwa PC7000 multimeter [265] has been used. The value of magnetic flux density has been
measured using teslameter F71 Teslameter by Lake Shore Cryotronics [264] at the place where
the sensor was located through the opening at the center of the 3D printed guide. The readings
from the teslameter were obtained in the 10 s averaging window. The measurements were
done at a steady-state of current at room temperature, which limited the value of maximum
current flowing through the coil due to power supply maximum current since the coil has a
relatively high resistance. Unfortunately, it was impossible to achieve DC currents of values
comparable with peak currents generated by the flux pump due to the amount of power required
to produce such high currents in the range of hundreds of amperes.

0 2 4 6 8 10
Current (A)

0.00

0.02

0.04

0.06

0.08

0.10

M
ag

ne
tic

 fl
ux

 d
en

sit
y 

(T
)

L1 data points
L2 data points
L3 data points
L1 interpolation
L2 interpolation
L3 interpolation

(a) Measurement

0 100 200 300 400 500 600 700
Current (A)

0.0

0.5

1.0

1.5

2.0

2.5

M
ag

ne
tic

 fl
ux

 d
en

sit
y 

(T
)

L1
L2
L3

(b) Extraplation

Figure A.2. The current - magnetic flux density characteristics of the coils

154



Magnetic field sensors

Figure A.2a shows the current-magnetic flux density characteristics of each coil, which have
been interpolated using linear regression (A.1) on the measured data points. The interpolation
was then used to extrapolate values expected to occur in the flux pump system when pulse
currents are generated of much higher values (Figure A.2b). The uncertainty of regression
coefficients has been calculated [266].


BL1(I) = 9.4213(11) · 10−3 · I + 0.0053(67) · 10−3 for L1

BL2(I) = 6.185(23) · 10−3 · I − 0.010(14) · 10−3 for L2

BL3(I) = 3.12727(21) · 10−3 · I + 0.0016(13) · 10−3 for L3

(A.1)

A.1.2. Characteristic of the sensors
In the next step, the relation between measured magnetic flux density and voltage reading

of the hall sensors is analysed. The sensors terminals were connected via φ100 µm wires,
which were twisted to minimise mutual inductance and reduce the influence of noise and other
external sources. The hall sensors operate as voltage dividers and were powered from controlled
power supply AIM-TTI QPX600DP [223] at 10 V with the additional output capacitance of
4.7 µF and 100 nF connected in parallel to the supply bus. The voltage readings were obtained
with seven passive oscilloscope probes Rigol PVP2150 [222], each connected to every sensor
output. For calibration purposes, the current was measured using Tektronix TCP404XL [267]
current probe connected via Tektronix TCPA400 [267] amplifier to Tektronix MSO 3014 Mixed
Signal Oscilloscope [268].

During the measurements, the sensors were located at the center of the 3D printed guide
(Figure A.1), where the distribution of field is the most homogeneous and magnetic field has
mainly axial component. The whole setup (coil, sensors and guide) was submerged in liquid
nitrogen. By applying pulsed current waveform and measuring the response allowed for reaching
values of sufficiently high magnetic fields that reflect operating conditions of the sensors during
pulsed-field magnetisation of the superconducting bulk. Fifteen consecutive field pulses have
been applied to each sensor; all generated using the designed flux pump system with C = 5 mF
and coil L2 = 3 mH, which has shown to achieve the highest peak applied field (Figure A.2b).

The Figure A.3a shows an average of fifteen current pulses with corresponding average
voltage reading in Figure A.3b. The averages were calculated at each discrete point in time
captured by the oscilloscope. From the series of fifteen readings, the standard deviation of the
obtained data at each point in time for current (Figure A.3c) and voltage (Figure A.3d) have
been calculated. The standard deviation gives a value of type A uncertainty of both
waveforms. Both plots of standard deviation in Figures A.3c and A.3d show relatively high
standard deviation at t = 0 s. This is due to oscilloscope triggering at that point in time,
resulting in slight variation at each applied pulse. However, the standard deviation at other
discrete time steps is much smaller, which hints at good repeatability of applied pulses and
measurements.
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Figure A.3. Statistical analysis of current and voltage waveforms: (a) average current; (b) average
voltage (sensor B1); (c) standard deviation of the current waveform; (d) standard
deviation of the voltage from the hall sensor B1

The data on the oscilloscope has been registered simultaneously on all channels; therefore,
the current and voltage waveforms occur at the same discrete time steps. From the obtained
data (Figure A.3a and A.3b), the voltage-current curve been plotted (Figure A.4a). The
magnetic flux density and current relation of the coil used for calibration (L2) can then be
used (A.1) to evaluate magnetic flux density acting on the sensor for a given current flowing
through the coil (Figure A.4b). It can be seen that sensors have a nonlinear characteristic.

To obtain the readings of the magnetic flux density from the measured voltage on the
output of the hall sensor, the characteristic on the Figure A.4b needs to be inverted and then
interpolated. Due to nonlinearity of the sensor, a polynomial of 5th − degree (A.2) has been
used for all sensors, and plotted in Figure A.5.
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Figure A.4. (a) Dependence between voltage reading from hall sensor B1 and current applied to
the coil; (b) dependence between voltage reading from hall sensor B1 and estimated
magnetic flux density acting on the sensor B1
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Figure A.5. Estimated magnetic flux acting on the sensor at certain measured voltage on the output

B(U) = b5U
5 + b4U

4 + b3U
3 + b2U

2 + b1U + b0 (A.2)

Table A.1. Polynomial coefficients of B(U) characteristics of sensors

Sensor b5 (T/V5) b4 (T/V4) b3 (T/V3) b2 (T/V2) b1 (T/V) b0 (T)
B1 0.005182072 -0.143760372 1.60458443 -8.97273473 25.4197588 -29.5177764
B2 0.005356595 -0.148703169 1.66052674 -9.28839505 26.3077311 -30.5140564
B3 0.005337621 -0.148228498 1.65599813 -9.26818656 26.2692351 -30.4985592
B4 0.005663087 -0.157259221 1.75633426 -9.82416477 27.7996206 -32.1465271
B5 0.005382361 -0.149075019 1.66111044 -9.27252894 26.2130990 -30.3498843
B6 0.005232156 -0.144834273 1.61323303 -9.00310364 25.4561030 -29.5021564
B7 0.005450233 -0.151133583 1.68583811 -9.42032687 26.6519664 -30.8727187

The polynomial (A.2) coefficients have been listed in Table A.1 for every sensor. The
uncertainty of the voltage measurement influences the readings of the magnetic flux density.
Using the law of propagation of uncertainty [266] (A.3).
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uc1 (B(U)) =

√√√√(∂B(U)
∂U

)2

u2
c(U) (A.3)
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Figure A.6. Uncertainty of measured magnetic flux density based on voltage measurement of the
sensor

A.1.3. Monte Carlo simulation of magnetic field uncertainty
The relationship between magnetic flux density produced by the current flowing through the

solenoid coil is described by a linear function, both in air and liquid nitrogen. Both media does
not have magnetic properties (contrary to the liquid oxygen, which is dielectric). The magnetic
flux density - current dependence has been estimated for all coils (A.1). However, the position
of the calibrated sensors and coil dimensions have uncertainty. The basis for calculating a
magnetic flux density dB at any given point in space at a distance r from a wire piece dl with
current I is given by the Biot-Savart law (A.4) [236].

dB = µ0I

4π
dl× r̂
|r|2

(A.4)

Figure A.7. Visualisation of the Biot-Savart law
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Integrating the (A.4) along the wire length gives a magnetic flux density at given point.
Despite simple description, the magnetic flux density is known for particular setups like
magnetic field distribution along the axis of symmetry (z-axis) for a single current loop of
radius R (A.5) [236].

Bz(z) = µ0I

2
R2

(R2 + z2)3/2 (A.5)

Equation (A.5) is only valid for calculating flux along z-axis. To obtain a magnetic flux
density at any point in space, or even at least on the plane encapsulated by the current loop, the
problem becomes non-trivial. The problem becomes even more complicated when considering
a coil of given dimensions - height and thickness with a current density distribution.

One of the ways to obtain the magnetic field distribution is to solve a PDE expressed in
terms of magnetic vector potential A (A.6). Assuming that the analysed coil is a solenoid, the
PDE can be expressed in a cylindrical coordinate system (A.7).

∇×∇×A = −µJ (A.6)

1
r

∂

∂r

(
r
∂Aθ

∂r

)
− Aθ

r2 + ∂2Aθ

∂z2 = −µJθ (A.7)

Equation (A.7) can be solved by using method of separation of variables i.e.
Aθ(r, z) = R(r)S(z), resulting in set of two PDEs. A method of variable separation can be
applied to relationship B = ∇ × A as described in [269], which results in set of
equations (A.8). 

Bz(r, z) = 1
r

∂

∂r
[rAθ(r, z)]

Br(r, z) = −∂Aθ(r, z)
∂z

(A.8)

The solutions derived by authors in [269] are expressed in terms of elliptic integrals derived from
standard Bessel function identities. The magnetic field density distribution from a solenoid coil
obtained via analytical solution described with Bessel functions, and experimental results have
been compared in [270], which shows a slight deviation of both sets from one another. The
comparison between different models for calculating magnetic flux density has been presented
in [271] for a coil with a rectangular cross-section. The authors provide an efficient algorithm
for calculating magnetic flux density with similar accuracy to more complex models.

Another way of obtaining magnetic flux density is by describing the problem using
(A.6) or (A.7) and solving it using a finite-element method or finite-difference method or some
derivative of those. Since the source of the magnetic field is the solenoid, the latter
description (A.7) is preferable, allowing for solving an axisymmetric 2D problem, significantly
reducing computational cost and time compared to 3D.

Lastly, the magnetic flux density can be calculated by numerically integrating over each
wire in the solenoid and obtaining the solution by rewriting Biot-Savart law in the discrete
form (A.9). Using this method, the magnetic flux density can be calculated one point at a
time; sufficient accuracy can be achieved by dividing the coil into small enough fragments of
finite length. This approach allows for calculating magnetic flux density produced by the coil
or single wire of any shape and dimensions. However, the simplification used in the analysed
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case assumes that each turn has an infinitely small diameter. Such assumption can be done,
if the distance from the wire where calibrated sensor was located (Din/2 = 17.5 mm) is much
higher than wire diameter (Dw1 = 1.445 mm in L1 and L2 coils and Dw1 = 2 mm in L3 coil),
thus not influencing the magnetic field value substantially.

∆B = µ0I

4π
∆l× r̂
|r|2

(A.9)

The total magnetic flux density produced by each j-th segment of every i-th turn can be
calculated using (A.10).

B =
N∑
i=1

M∑
j=1

∆Bij =
N∑
i=1

M∑
j=1

µ0I

4π
∆lij × r̂ij

|rij|2
(A.10)

(a) (b)

Figure A.8. (a) Biot-Savart law applied to the i-th turn; (b) Biot-Savart law applied to the j-th
segment of the i-th turn

Due to the multitude of variables and their nature (electromagnetic and geometric), it has
been decided to estimate the uncertainty of the magnetic flux density using Monte Carlo
simulation, which has been calculated using (A.10). To the uncertainty of the measured
magnetic flux density contributes geometrical and electrical factors such as:

• Current flowing through the coil I that has been measured, therefore having average
value (Figure A.3a), type A uncertainty given as standard deviation (Figure A.3c) and
type B uncertainty attached to the used equipment [267, 268];
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• Coil dimensions, including position of each turn - the coil L2 used for calibration
is composed of N = 421 turns in total, with a height H = 60 mm, inner radius
Rin = Din/2 = 17.5 mm and the thickness of W = 13.5 mm. The exact poistion of each
turn is unknown and its uncertainty, however knowing that coil has been wounded with
a crossed pattern (Figure 4.10) and the number of wires in each layer can be calculated
(4.52), thus estimating position of each wire with diameter Dw1. The coil dimensions
(H, W and Din) were measured using Bahco 1150D electronic calipers [272] to obtain
average value and type A uncertainty by performing series of measurements. Fifteen
measurements were taken for each of the dimensions.

• Sensor position - The position has been estimated by measuring the dimensions of
the 3D printed components (Figure A.1) locating it at the center of the coil on the
axis of symmetry. The diameter, height and depth of sensor indentation were measured
using Bahco 1150D electronic calipers [272] in series to estimate average value and its
standard deviation. One of the components of the uncertainty contributing to the sensors
placement is the location of the hall sensor itself shown in the datasheet [219]. Using the
law of propagation of uncertainty, the uncertainty of the sensors position in both directions
along r-axis for component rsens and position along z-axis for component zsens of the vector
rsens (Figure A.8). Fifteen measurements were taken for each of the dimensions.

All turns are considered as circle loops divided into segments with infinitesimal wire diameter.
Such simplification can be done due to the significant value of inner diameter Din and
consequently calibrated sensor, compared to the wire diameter. It is also assumed that sensor
position changes only on the two-dimensional plane along the radius and z-axis since the
system is axisymmetric.

All hall sensors were calibrated individually, and the uncertainty has been evaluated for all
of them since the measurement is conducted in an environment beyond the temperature range
specified in the datasheet. The values specified above (Din, W and H) are measured multiple
times to evaluate average value and standard deviation of the measurement. Additionally,
the wire diameter Dw1 measurements are conducted. These measurements combined with coil
dimensions result in the uncertainty of the parameters of each turn - radius and position along
z-axis. Since it is impossible to view the position of each turn within the coil, it is assumed
that the position of each turn is equally uncertain and is calculated individually for each turn.

Name Value Average Std Dev. uA uB uc
Coil inner diameter Din 34.54 mm 0.38 mm 0.38 mm 0.03 mm 0.38 mm
Coil thickness W 13.66 mm 0.47 mm 0.47 mm 0.03 mm 0.47 mm
Coil height H 60.06 mm 0.04 mm 0.04 mm 0.03 mm 0.05 mm

The position of each i-th turn in the coil depends on the given coil inner diameter Din and
coil width W for both which the combined standard uncertainty uc is known. Therefore the
uncertainty of the diameter Dturn i-th turn has been calculated as combined uncertainties of
inner diameter Din and coil thickness W (A.11).

uc(Dturn) =
√
u2

c(Din) + u2
c(W ) (A.11)

The sensor is positioned within the coil at an average measured distance of 30.13 mm with
a standard deviation of 0.04 mm from the coil’s top based on fifteen consecutive measurements.
The accuracy of the manufactured hall sensor is within ±0.1 mm [219]. The combined standard
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uncertainty of the sensor position in z-axis uc = 0.11 mm. Similarly, the diameter of the
stand used for calibration (Figure A.1) has an average measured diameter of 34.35 mm with a
standard deviation of 0.03 mm. The stand diameter is 0.19 mm smaller than the average coil
inner diameter (34.54 mm); thus, the stand movement is restricted by half of that value in the
radial direction equal to 0.10 mm. Therefore, the combined standard uncertainty of the sensor
position in the radial direction is estimated as 0.15 mm. However, it has been assumed that the
confidence interval of sensor position is at the level of 99%, resulting in kα factor of 2.576 [266].

Name Parameter kαuc
Sensor position in z-axis zsens 0.28 mm
Sensor position in r-axis rsens 0.39 mm

The type A uncertainty of current was read from the plot for a corresponding current value
in Figure A.3c, which has been plotted as a function of applied current in Figure A.9a and type
B uncertainty from the datasheet of the probe [267] as ±3% of the reading. Both were combined
to calculate the combined standard uncertainty of the measurement shown in Figure A.9b. It
can be seen that type B uncertainty is the dominating factor at currents above 10 A; however,
at lower values, the type A uncertainty is higher due to scope triggering time delay.
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Figure A.9. (a) Type A uncertainty of measured current; (b) Combined standard uncertainty of the
current measurement

The simulation was repeated for values of current Î = 50 . . . 350 A every 50 A and additional
value of Î = 10 A being at the lower end of the spectrum. The simulation has been conducted
for 106 random values generated using the normal distribution for each selected current value.
The accuracy of the current measurement is given in the datasheet as ±3% of the measured
value of current [267]. The obtained normal distribution of the magnetic flux density for
current value of Î = 100 A is shown in Figure A.10. The uncertainty of the magnetic flux
density resulting from the Monte Carlo simulation uc2 (B(I)) is given as a standard deviation
of the data for each simulated current value.
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Figure A.10. Histogram of measured magnetic flux density for applied current of Î = 100 A

The final value of combined standard uncertainty of the magnetic flux density uc(B) is
a combination of uncertainty evaluated from the voltage reading uc1 (B(U)) calculated using
Monte Carlo simulation uc2 (B(I)) as in (A.12). For the selected current values, a corresponding
voltage readings (Figure A.3) and combined standard uncertainties uc(U) have been calculated.
The error bars for simulated values of current resulting in expected values of magnetic flux
density acting on the sensor and voltages are shown in Figure A.11.

uc(B) =
√
u2

c1 (B(U)) + u2
c2 (B(I)) (A.12)
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Figure A.11. Magnetic flux density - voltage dependence of the sensor B1 with marked error bars
for values of current obtained via Monte Carlo simulation
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