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OCENA ROZPRAWY DOKTORSKIEJ

"MODELLING SOCIAL AND EMOTIONAL COMPONENTS IN SOCIAL
ROBOTICS USING ROBOT ARTIFICIAL INTELLIGENCE”

Dr Eryki Probierz

Recenzja zostata przygotowana na podstawie pisma z dnia 16.10.2023, sporzadzonego
przez Panig dr hab. inz. Monike Kwoke, Przewodniczaca Rady Dyscypliny Automatyka,
Elektronika, Elektrotechnika i Technologic Kosmiczne Politechniki Slaskiej.

Praca doktorska, w mysl obowiagzujacych od 2021 roku przepiséw, moze byé praca
pisemna, bedaca zbiorem opublikowanych i powigzanych tematycznie artykutéw nauko-
wych. Autorka rozprawy przedstawia taka prace do oceny. Jest to zbiér o$miu publikacji
opisanych w czterech rozdziatach. Przedstawione do oceny prace, sa napisane zaréwno w
jezyku polskim (1) jak i jezyku angielskim (7). Odautorkskie teksty sa w jezyku angiel-

skim.

Ocena tematyki rozprawy

Ocena rozprawy bedzie przeprowadzona z uwglednieniem zaproponowanej tezy, ktora
moéwi, ze:

The proposed solutions for recognizing and modelling social and emotional components
based on robot artificial intelligence allow for implementation and application in social
robols.

Teza rozprawy jest mato odkryweza, ogolna i raczej postulatywna oraz nie obejmuje
w petni tresci rozprawy.

- Rozprawa doktorska koncetruje si¢ wokét robotyki spotecznej, dziedziny, ktora ciagle
dynamicznie si¢ ksztaltuje. Celem robotyki spotecznej jest skonstruowanie robota, kté-
ry bylby peloprawnym uczestnikiem zycia spotecznego ludzi. Robotyka spoteczna ma
charakter interdyscyplinarny, wykraczajacy poza dobrze skategoryzowane dziedziny dys-
cyplinowe, co otwiera nowe obszary badawcze i wymaga interakeji i integracji dyscyplin
technicznych i humanistycznych. Mozliwosci uzyskania wlasciwosci sprawstwa, spoteczne-

go przez robota jest obecnic centralnym problemem robotyki spotecznej. Wspotcezesnie,




dzigki szybkiemu postepowi sztucznej inteligencji, pojawiaja si¢ prace nad zrobotyzowany-
mi technologiami zdolnymi do wehodzenia w spoteczng interakeje z ludzmi. Konstuktorzy
prébuja wyposazy¢ roboty w pewne fizyczue cechy upodobniajgce go do cztowieka. Robot
spoteczny nie musi by¢ androidem, gdyz ma do spetnienia wazniejsza, trudng do wdroze-
nia role. Musi mie¢ architekture kognitywna, aby reagowa¢ w odpowiedni sposob na wiele
sygnalow o réznych modalnosciach w tym semiotycznych.

Autorka rozprawy doktorskiej podejmuje w swojej pracy opisane powyzej wyzwania i

podaje, ze lokuje je w czterech obszarach:

e modelowanie odpowiedzi emocjonalnych robota spotecznego za pomoca mechani-

zZIOW ucCzenia maszynowego,

e wykorzystanie jezyka Planning Domain Definition Language do automatycznego

planowania dziatan robota w sytuacjach nierozpoznania stanu emocjonalnego ludzi,

e metody modelowania zachowan spotecznych z wykorzystaniem metod uczenia ma-

SzZynowego,

e wykorzystanie regulatora PID do sterowania predkoscig mobilnego robota w kon-

takcie wzrokowym z cztowiekiem.

Poruszane w rozprawie zagadnienia pozwalaja na lepsze zrozumienie, ciggle do konca
nie rozpoznanych, interakcji robot spoteczny-cztowiek. Z naukowego punktu widzenia sg
to dziatania innowacyjne i bardzo potrzebne, pozwalajace na planowanie eksperymentdéw
W neuronauce, a wiec na pograniczu wiedzy z dziedzin biofizyki, elektroniki, mechaniki,

informatyki lub nawet psychologii.

Charakterystyka rozprawy i jej zakres

Praca sktada si¢ z 4 podstawowych rozdzialow. W rozdziale 1 omoéwione zostaly 2
artykuty, w rozdziale 2 zapezentowano 3 artykuty, w rozdziale 3 oméwiono 2 artykuly, a
w ostatnim, 4 rozdziale przedstawiono 1 artykut. Kazdorazowo rodziaty r()zpo(:"/,yna,jad sie
wstepem i odrebnym przegladem literaturowym. W zasadzie oba te wyodrebnienia moz-
na bylo potaczy¢, gdyz w obydwu mamy do czynienia z tym samym - przegladem prac
po$wigconym zagadnieniom powigzanym z zalaczonymi artykutami Doktorantki. Dodat-
kowo Doktorantka zamieszcza w kazdym rozdziale zgloszone artykuly jak i szczegdlowe
ich oméwienie.

Praca koniczy si¢ dyskusja oraz rozdziatem o mylgcym tytule ” Practical application”,
gdzie przedstawiono nie wlasne rozwigzania, czego mozna by sie spodziewad, ale literatu-

rowy przeglad zastosowan robotéw spotecznych w réznych dziedzinach zycia.




Rozdziat 1

Artykul w czasopismie (1): Emotion Detection Based on Sentiment Analysis: An
Ezample of Social Robols on Short and Long Text Conversation.

W pracy oméwiono prostg strategi¢ wykrywania emocji z tekstu uzyskanego w trakcie
rozmowy z robotem spolecznym. Dane z rozméw konwertowane sa na tekst, a emocje sg
wykrywane przez przeszukiwanie leksykonéw — angielskiego i polskiego. Leksykony za-
wierajg liste stow i ich skojarzen z odmioma podstawowymi emocjami (rado$é, zaufanie,
strach, zaskoczenie, smutek, wstret, gniew, oczekiwanie) oraz dwoma uczuciami (negatyw-
nym i pozytywnym). Autorzy poréwnuja gotowe zestawy konwersacji chatbota z danymi
z leksykonow oraz ustalaja w zaleznosci od kontekstu rozmowy najezedcie] wystepujace
frazy wyrazajace emocje. Moim zdaniem praca wnosi bardzo skromny wklad do eksploro-
wanej dziedziny. W zasadzie jedynym wktadem jest podzial tekstow generowanych przez
chatbota na teksty krotkich i dtuzszych konwersacji. Nie podano ani jednego przyktadu w
jaki sposob oryginalny tekst zostat podzielony na fragmenty oraz jakie reguly zastosowano

przy podziale tego tekstu.

Artykut konferencyjny (2): OhBot Social Robotics Emotion Modelling Using Markov Cha-
s and YOLOvS Neural Network.

Najwicksza wada tej pracy sa catkowicie nieczytelne rysunki nrl oraz nrb. Podsta-
wowym celem artykutu jest proba sprawdzenia jakosci interakeji cztowiek-robot tak, aby
robot mégt by¢, przynajmniej czedciowo, traktowany jako robot spoteczny. Do realizacji
tego zadania wykorzystano robotyczna gtowe OhBot. Aby zrozumieé idee przedstawione
w tym artykule, potrzebne sg:

1) znajomosé liczby stopni swobody robota OhBot. Innymi stowy, jakie ruchy moze
wykonywaé glowa robota poprzez serwomechanizmy.

2) jak realizowana jest mimika ”twarzy” tego urzadzenia,

W artykule nie jest to jasno opisane. Kolejng wada tego artykutu (oraz innych gdzie ro-
bot OhBot jest wykorzystywany) jest pominiccie opisu akwizycji obrazu z kamery robota.
Do tej sprawy odniose¢ si¢ jeszcze pézniej, przy ogélnej ocenie pracy.

W pracy wystepuja bledne oznaczenia we wzorze (4) oraz algorytmie 3. Oznacze-
nie 4,5 € [1,n] we wzorze (4) oznacza przedzial liczbowy obustronnie domkniety, co jest
nieprawdg w kontekscie wzoru (3), gdyz elementy macierzy sa indeksowane liczbami natu-
ralnymi. Prawidtowym oznaczeniem powinno by¢ ¢, 7 € {1,...,n}. W algorytmie 3 uzycie
sumy mnogosciowej U, dotyczacej zbioréw, jest rowniez btedem. Tutaj nalezato uzyé sym-
bolu alternatywy (V), bo instrukcja warunkowa ”if” zawicra wytacznie zaleznosci liczbowe
1 nie odnosi si¢ do zbiorow.

Zastosowanie sieci YOLOvSs umozliwito analize i etykietowanie zaréwno pojedynczych
emocji, jak i ich sekwencji na podstawie pozyskanego obrazu osoby wchodzacej w interak-

cje. Sie¢ YOLO trenowana byla wstepnie przy pomocy bazy danych AFFectNet. Wyniki
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skutecznosei rozpoznawania emocji na bazie AFFectNet pokazuje rysunek 2. Potem zast-
sowano strategi¢ tancuchow Markowa do przewidywania seckwencji stanéw emocjonalnych,
w tym stanéw niepewnych, z uwzglednieniem danych wtasnych. Dlaczego dla tych badan

nie wykonano podobnego zestawienia jak na rysunku 2 7
Rozdziat 2

Artykut konferencyjny (3): On the Recognition and Analysis of Selected Emotional
States in the Artificial Intelligence of Social Robots.

W artykule zaproponowano zbiér charakterystycznych wyrazow twarzy, ktore poje-
dynczo lub w odpowiednich kombinacjach postuza do okreslenia emocji. Zbior przyktadow
oraz planowanie post¢pownania z wykorzystaniem jezyka PDDL maja stuzy¢ modelowa-
niu reakcji robota spotecznego na stan emocjonalny cztowieka w sytuacjach, kiedy robot
nie jest pewien w jakim stanie emocjonalnym znajduje si¢ osoba, z ktora nawigzuje kon-
takt. Niestety w artykule, poza przedstawienim scenariuszy postepowan modelowanych
instrukcjami jezyka PDDL, brak jest jakichkolwiek wnioskéw na temat poprawnosci przy-
jetych zalozen. Autorka nie wykazala, ze przyjety model jest prawidtowy. Nie wiemy wigc,
czy rozpoznawnawnie stanéw emocjonalnych proponowanymi metodami jest skuteczne i
w jakim zakresie, tym bardziej, ze rozpoznawanie zgodnie z ztozeniem artykulu ma by¢

obarczone bledem niepewnosci.

Artykul w czasopiémie (4): On (ransformation of conditional, conformant and parallel
planning to linear programing.

Artykut jest obszerny i ma charakter teoretyczny, chociaz w pracy pojawiajg si¢ przy-
ktady dotyczace rozpoznawania sytuacji praktycznych (np. otwieranie drzwi przez robota).
Artykut organicza si¢ do pokazania sekwencji dziatan niezbednych do realizacji wybrane-
go celu - utatwienia modelowwaniu reakcji robota w dziedzinie programowania liniowego.
W klasycznym uczeniu maszynowym stan poczatkowy jest znany, np. klasyffkator jest
trenowany na zbiorze terningowym, a potem musi sobie radzi¢ sam z danymi (prébkami),
dla ktérych etykiety nie sa juz podawane.

W artykule zaproponowano strategic planistyczng w sytuacjach, gdzie stan poczat-
kowy nie jest znany lub nie jest w peli zdefiniowany, co niewatpliwie jest problemem
trudniejszym do rozpoznania. W artykule ocenino przyjeta strategi¢ post¢powania, poda-

jac oceng zlozonosci obliczeniowej.

Artykul w czaspismie (5): Social robot response to negative emotions as a PDDL planning
problem in the presence of uncertainty.

Ten artykul w warstwie teoretycznej jest podobny do jednego z artykuléw poprzednich
(On the Recognition and Analysis of Selected Emotional States in the Artificial Intelli-

gence of Social Robots) i zajmuje si¢ sposobem postepowania w sytuacjach, kiedy nie ma




pewnosci co do biezgcego stanu emocjonalnego cztowieka. Aby ten problem rozwigzad,
proponowany jest model planistyczny na bazie jezyka PDDL. W przyktadach znajdujg
sie rowniez odwolania do planowania terapii pacjentéow w warunkach niepewnej diagno-
zy o stanie ich zdrowia. Patrzac na tytul artykulu budzi to moje zdziwienie. Prosze o

wyjasnienie tych niejasnosci.
Rozdziat 3

Artykut konferencyjny (6): Application of Tiny-ML methods for face recognition in
social robotics using OhBot robots.

W artykule pokazano mozliwoéci zastosowania sieci neuronowych rodziny Tiny-ML w
robotach spotecznych do celow rozpoznawania twarzy. Ze wzgledu na ograniczone zasoby
energii oraz poboér mocy przez serwomechanizmy humanoida, problemem moze by¢ takze
zapewnienie wystarczajacej energii potrzebnej do pracy mikrokontrolera, przetwarzajace-
go sygnaly toru wizyjnego, skojarzonego z algorytmami sterowania robotem. Zapewniaja
to uktady serii Tiny-ML o ultra niskich zaporzebowaniach energetycznych. Uktady ma-
ja wbudowne architektury sieci neuronowych lub wstepnie wytrenowane do okreslonych
celow sieci gleboke z technologia YOLO. Rozwigzania Tiny-ML sa stosunkowo nowe, ale
juz sg powszechnie stosowane z dobrym skutkiem w aplikacjach do rozpoznawania obiek-
tow (parkingi, samochody, ludzie, itp). W znaczniej czesci artykul przedstawia wyniki
eksperymentow roznych rozwigzan technologicznych przeznaczonych do rozpoznawania
obrazéw. Ciekawsza jest druga cze$é artykutu, gdzie opisano probe rozpoznawania osob z
odstonieta twarzg lub z zatozona na twarz masks higieniczng. W artykule podaje sie, ze
robot spoteczny podejmuje konwersacje z wybrang osoba, jesli ” person is delected at level
0.7.7, co to za poziom 7 Prosze o wyjadnienie tego dziwnego pojecia. Zaraz potem mamy
¥, but values lower than 0.7 indicale a grealer distance between the person and {he robot”.
O jakg odleglosé tutaj chodzi, nie rozumiem tych wyjasnien. Jak ta odleglosé jest ustalana
i mierzona? Rysunki nr3 oraz nr4 sa w omawianym artykule nieprzydatne, poniewaz sg
catkowiecie nieczytelne. Nota bene podpisy po tymi rysunkami nie przedstawiaja zadnego
schematu architektury detekeji osoby lub maseczki, jak chce Doktorantka. Jest to naj-
prostsza z mozliwych prezentacja graficzna zadania. Domy$lam si¢, 7e: System wizyjny
robota (chyba) czyta jakis obraz, a wbudowane oprogramowanie ”wytawia” z ttumu osobeg
z zalozong maseczka (chyba). Jesli jest inaczej, to jaki wlasny algorytm rozpoznawania
Autorka zastosowala ? To zadanie z powodzeniem mozna wykonaé bez robota. Wprawdzie
na 40 préb rozpoznawania 36 razy byto to rozpoznanie poprawne, ale to zadanie wykonat
prawdopodobnie uktad Tiny-ML 7z wbudowana siecig neuronowa. W artykule poréwna-
no wydajnoséci dwéch platform sprz¢towych, z zaimplementowanymi sieciami i réznymi
zestawami danych wejsciowych. Jesli robot wykrywa twarz, wysyta odczytany z tabeli
komunikat. Jesli nie wykrywa, wysyta komunikat aby si¢ zblizy¢. Podobnie si¢ dzieje, gdy

system wizyjny robota wykrywa osobe z nalozong maseczka higieniczng. Komunikaty sa
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opracowane "recznie” przez programiste 1 nie ma w ich wyborze zadnych mechanizméow
sztucznej inteligencji. Jesli rozpoznanie jest prawidtowe robot przechodzi w automatyczny
skrypt chatbota. Wydaje si¢, ze jedynym wktadem sa przygotowane komunikaty, ktore
artykutuje robot w okreslonych sytuacjach. Reszta jest sprytnie ”sklejona” z gotowych
komponentéw sprzgtowo-programowych. Przyktady takiej niby automatycznej interakeji

sg zawarte w dotgczonych listingach kowersacji robot-cztowiek.

Artykut w czasopismie (7): On Emotion Detection and Recognition Using ¢ Conlext-
Aware Approach by Social Robots Modyfication of Faster R-CNN and YOILOv3 Neural
Networks.

W artykle przedstawiono mozliwosci wykorzystania sieci neuronowych do rozpozna-
wania emocji w robotach spotecznosciowych, co moze poméoc w interpretacji zachowan
spotecznych na styku cztowiek-robot. W przedostatnim artykule, mamy do czynienia po
raz pierwszy z badaniami porowawczymi. Wybrano sieci YOLOv3 i Faster RCNN, zmo-
dyfikowano je 1 poréwnano z innymi rozwigzaniami znanymi 7 literatury. Wedhug Dokto-
rantki uzyskane wyniki sa obiecujace, chociaz jeden wynik, co lojalnie przyznaje Autorka,
jest lepszy, ale inne dwa rozwigzania sa gorsze od proponowanego w artykule. Zostaje
jednak nierozstrzygniete pytanie jakie wyniki rozpoznawania emocji otrzymalibyémy wy-
korzystujac niezmodyfikowane wersje wymienionych powyzej sieci. Jak podaje Autorka,
modyfikacje sieci pochodza z prac innych autoréw. Artykul zawiera dwie wazne tabele
— Tabelg¢ 1 oraz Tabele 2. Nigdzie nie ma do nich odniesienia i nie mam pewnosci jakie
wyniki one prezentujg pomimo wielu réznych opiséw, z ktorych zaden nie przystaje do

tresci tych tabel.
Rozdziat 4

Artykut w pracy zbiorowej (8): Regulacja pozycji robota spotecznego w sprzezeniu
zwrolnym z systemem wizyjnym.

W artykule opisano cksperymentalny ukltad sterowania do pozycjonowania kamery ro-
bota. Tutaj dopiero, w ostatnim artykule, dowiadujemu si¢ ze robot bioracy udzial w
do$wiadczeniach porusza gtowa w pionie (zakres 90°) oraz poziomie (zakres(180°). Uklad
sktada si¢ z regulatora PID, ktory podaje sygnaty do serwomechnizméw sterujacych glo-
wa robota OhBot. Na glowie robota jest zainstalowana kamera. Zadaniem uktadu regu-
lacji jest utrzymywanie w trybie nadgznym obiektywu kamery, tak aby obejmowal twarz
rozpoznawnej osoby. Kamera traktowana jest jako czujnik sprzezenia zwrotnego. Nasta-
wa regulatora PID zwieksza si¢ do czasu, az osiagnie wzmocnienie, przy ktorym sygnal
wyjsciowy petli zacznie oscylowaé ze statyg amplitudg. Wzmocnienie i okres oscylacji wy-
korzystuje sie do wyznaczenia nastaw regulatora zgodnie z tabelarycznymi zaleceniami

metody Zieglera-Nicholsa. Jest to klasyczne zadanie automatyki. Nie ma tutaj dziatan
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naukowych, gdyz budowa i strojenie robota edukacyjnego OhBot to dziatania technicz-
ne, niezbednie do prowadzenia eksperymentow. Eksperyment, przeprowadzono tylko dla
danych symulowanych. Nie wiadomo, czy ustalone nastawy byly testowane z wykorzy-
staniem tych samych zapisow modelowych. Takze tutaj znalez¢ mozna wiele niedcistosci,
brak oznaczen zmiennych, dziwnych sformutowan, ktére ktade na karb zbyt daleko idg-
cych skrotow myslowych. Nie bede sie do tego odnosit, bo tak jak napisatem wykluczam

t¢ prace z zestawu opisujacego osiggniecia naukowe Doktorantki.

Ocena wynikow przedstawionych w rozprawie

Lektura o$miu artykutow, ktore sa podstawa oceny osiagnie¢ Doktorantki wskazuje,
ze jest to zbior niespojny. Ostatnia, ésma praca praca niec moze by¢ zaliczona do dziatan
naukowych, gdyz zawiera opis technicznych przygotowan gotowego robota edukcyjngo
brytyjskiej formy OhBot do wspotpracy z torem wizyjnym kamery intenetowe;.

Pozostate prace skupiaja sie na analizie zagadnien zwigzanych z rozpoznawaniem emo-
¢ji oraz sposobem interakcji czlowiek-robot spoteczny. W obszernych wprowadzeniach do
poszczegdlnych rozdziatow Doktorantka szczegotowo analizuje stan wiedzy i sposoby re-
alizacji eksperymentéw roéznych autoréow zwiazanych z badaniami nad rozpoznawanem
emocji przez roboty. W swoich badaniach ogranicza si¢ jednak do znanych od dawna
metod rozpoznawania obrazow twarzy z artykutowang mimika nie proponujac zadnych
wlasnych rozwigzan. Ani razu nie zostal przedstawiony nawet szkic algorytmu, ktéry na
podstawie zerejestrowanego obrazu rozpoznaje nastrdj lub stan emocjonalny cztowieka.
To bardzo wazna, wrecz fundamentalna wiedza, na podstawie ktorej robot wejdzie w
interakcje z cztowiekiem. Tutaj mozna byto wykazaé przewage uczenia maszynowego w
nadzorowanym (z etykietami) rozpoznawaniu emocji przez np. sieci neuronowe réznego
typu.

Dopiero wielokrotne czytanie poszczegolnych prac pozwala na zrozumienie jak to
wszystko "dziala”. Wynika to z bardzo nieprofesjonalnej, pozbawionej Scistych wywo-
dow dyskusji. Czesé wynikéw ogranicza si¢ do propozycji, ktore nie zostaty sprawdzone w
praktyce (artykut nr 3) i ograniczaja si¢ do podania regult postepowan bez ich weryfikacji.

Cztowick moze artykutowaé swoje emocje lub nastroje, gtosem mimiks, czy gestyku-
lacja. Te sygnaly powinien odczytywaé robot, rozpoznawaé je i odpowiednio reagowac.
Trzeba przeczytaé wszystkie artykuly aby domyéli¢ si¢, ze prawdopodobnie robot OhBot
komunikuje si¢ tylko glosem i rozpoznaje twarz lub twarz 7z natozona maska higieniczna
przy pomocy kamery. Znowu nie dowiemy si¢ jak dziata algorytm rozpoznawnia zama-
skowanej twarzy czy jak dobierane sa slowa wypowiadane przez robota. Jak algorytm
rozpoznawania twarzy kojarzy obraz z kamery z emocjami 7 Jaki jest wicc wktad wlasny
Doktorantki w dziedzine. No wlasnie, w jaka dziedzine 7 Opisanych dziatan Doktorantki
nie da si¢ jednoznacznie przypisaé¢ ani do automatyki, elektroniki, czy tym bardziej do

technologii kosmicznych.




Uwagi krytyczne

W mojej opinii duzym mankamentem pracy jest jej kompozycja oraz brak szczegotowo-
Sci prezentowanych wynikow. Wystepuje wyrazna, nadmierna przewaga ogolnych, czesto
powtarzanych w prezentowanych pracach czesci typu ” Wprowadzenie” , nad czesciami eks-
perymetalnymi, potwierdzajgcymi twardo osiagniete rezultaty. Na niewiele sg przydatne
obszerne wprowadzenia do poszczegolnych rozdzialéw, omawiajgce literature przedmiotu
czy streszczenia artykutow Doktorantki, bedace w zasadzie powtorzeniem tego co jest w
zatgczonym artykule.

Dziwi mnie jak mogtly przejs¢ pozytywnie proces recenzyjny prace w niektérych cza-
sopismach z punktacja 100pkt. To zdziwienie wzrasta, gdy sprawdzitem, ze czasopismo
European Research Studies Journal (IF=0), zajmujace si¢ problemami ekonomii, finanséw,
stosunkami migdzynarodowymi i bankowoscig przyjmuje artykuty o tematyce proponowa-
nej przez Doktorantke. Jedynym wytlumaczeniem tego zjawiska jest chyba fakt, ze jest
to czasopismo platne i wzgledy merkantylne sg tam wyzej cenione niz poziom naukowy.

Doktorantka bada interakcje cztowick-robot. W badaniach wykorzystuje gtowe robo-
ta (OhBot), przypominajaca gtowe cztowicka. Jest to mozliwe do zakupienia w roznych
sklepach gotowe urzadzenie edukacyjne. W artykutach Dotorantki mozna znalezé¢ odwo-
tania do urzadzenia OhBot. Nalezy zauwazy¢, ze urzadzenie i jego oprogramowanie sg
niezbedne dla przeprowadzenia eksperymentow, ale nie sg to dziatania naukowe. Dobrym
rozwiazaniem bytoby wyodrebnienie rozdziatu z doktadnym opisem robota, przedstawie-
niem zasad sterowania serwomotorami, opisem stopni swobody i ich zakresem. Humanoid
ma oczy, ale w rzeczywistodci one sg Slepe, bo uktad uzywa zewnetrznej kamery umoco-
wanej na glowie robota. Nadazne éledzenie obserwatora-cztowieka i utrzymywanie z nim
kontaktu wzrokowego wydaje si¢ by¢ w tych warunkach utrudnione. Jak wigc naprawde
ta inerakcja przebiega. Wydaje sie, ze sg to wylgcznie ruchy glowy humanoida. Jak ta
glowa si¢ porusza? Jak zabezpieczno ruchy gltowy robota kiedy obiekt wychodzi z pola
widzenia kamery 7

Kolejnym problemem jest brak opisu akwizycji, przetwarzania i rozpoznawania obrazu
toru wizyjnego robota. Wykorzystywane sa do tego celu kaskady Haara, lub strategia
YOLO. Jak rozpoznawany jest stan emocjonalny cztowieka, jaki algorytm zostal tutaj
uzyty i trenowany poza YOLO ? Czy dane treningowe byty zréwnowazne 7 Jaka byla
skutecznosé whasnego algorytmu ? (jesli byt uzyty). W jaki sposéb reaguje robot kiedy
traci z pola widzenia obiekt ? Czy wysylany jest jakis komunikat 7 Jak ten problem
rozwigzano w praktyce ?

Wydaje sie, ze humanoid pozbawiony jest funkcji mimicznych i emocje moze arty-
kutowaé tylko werbalnie (mowa), a ruchy glowy shuzg tylko do éledzenia zmian pozycji
obiektu. Czy tak jest rzeczywiscie 7

Doktorantka zglasza do oceny dwa artykuty, gdzie rozpoznawanie emocji moze by¢
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niejednoznaczne. Sa to prace wykrzystujace modele Markowa i zbudowane na bazie jezyka
PDDL scenariusze postepowania. Dlaczego te metody nie zostaly ze sobg porownane 7
Analizujgc wszystkie prace mozna zanwazy¢, wykorzystuja one istuiejace rozwigza-
nia algorytmiczne (up. YOLO, kaskady Haara) i sprz¢towe (np. OhBot, Tiny-ML) i co
najwyzej porownuja je whiorczo ze soba, bez wyrazniego wtasnego wktadu Doktorantki.
Doktorantka niewatpliwie przygotowywata hazy danych, sclekcjonowata rekordy 1 prze-

prowadzata trening sieci za pomoca gotowych schematow sprzetowo-programowych.

Whioski konicowe

Podsumowujac przedstawiona charakterystyke ocenianych osmiu artykulow stwier-
dzam, 7ze Doktorantka, Pani dr Eryka Probierz, w minimaluym stopuiu spehiia wymaga-
nia stawiane pracom doktorskim z obszaru nauk technicznych. Doktorantka uczestniczyta
w pracach interdyscypilnarnych grup badawczych. z ktorymi opublikowata prace zarowno
konferencyjue jak i prace w czasopisimach. Pigciokrotnie byta pierwszyim autorem w osmiu
przedstawionych do oceny pracach, co zwyczajowo sugeruje, ze opublikowane rezulaty by-
ly inspirowane jej pomystanii.

Przedstawiona do oceny seria o$miu artykutow pod zbiorczym tytutem "MODELLING
SOCIAL AND EMOTIONAL COMPONENTS IN SOCIAL ROBOTICS USING ROBOT
ARTIFICIAL INTELLIGENCE" spetiia brzegowe wymagania Ustawy z dn. 20 lipca
2018 r. Prawo o szkolnictwie wyzszym 1 nauce, zgoduie 7z zawartymi w niej wytycznymi o
stopniach naukowych i tytule naukowym oraz o stopuiach i tytule w zakresie sztuki.

Whnosze o dopuszczenie opiniowanej dysertacji do dalszych etapéw przewo-

du doktorskiego.



