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Abstract

Thermal stresses arise in a component that undergoes a change in temperature while the material
is either externally or internally constrained, preventing it from freely expanding or contracting
with the temperature change. The aim of thermal stresses analysis is to ensure the reliability of the
design and reduce uncertainty in materials undergoing heat treatment. Thermal stress analysis
involves examining the thermomechanical system, which is subjected to heat transfer and heat
generation within the material (i.e., induction heating). Therefore, types of multiphysics analysis
achieved through numerical methods are the appropriate approach. The study consists of two
phases: controlling the heating parameters and subsequent cooling (quenching). Each phase has its
own design strategy and controlling mechanism, and failure of one affects the desired mechanical
properties.

A precise numerical model that describes the events on the surface of a workpiece during
induction heating (IH) as well as the temperature changes within the workpiece is challenging to
develop. To address this challenge, the model employs three different algorithms to analyse the
temperature distribution from the surface to the core: explicit and implicit event controlling
algorithms and a discrete frequency control approach aligned with the coil current. This is achieved
through the automation of feedback control mechanisms that adjust the input parameters.
Controlling the temperature distribution by adjusting the input parameters is regarded as a means
of governing the entire system in induction heating.

The induction hardening model for gear wheels is calibrated to ensure high precision, based
on a reliable mathematical model and the correct selection of input parameters. The calibration
strategy integrates key parameters to achieve the most effective combination for the specified
application, control heat flow, and ensure optimal energy efficiency. However, some of these
parameters are often known only with some uncertainty (e.g., physical properties of the material
and their temperature dependencies, parameters of cooling of heated teeth, etc.). Therefore, the
model must be appropriately calibrated to achieve an acceptable agreement between the calculated
results and the experimental data. The detailed calibration strategy is described and illustrated with
a typical example.

Thermal residual stress resulting from volume changes due to temperature variations and

phase transformations, and its effects on other mechanical properties, has been investigated. A



general model of induction surface hardening was analysed on the basis of coupled
electromagnetic, thermal, mechanical, and metallurgical phenomena. The distribution of
mechanical strains and stresses is determined in the surface layers of steel materials subjected to
induction hardening. This distribution is influenced not only by thermoelastic processes but also
by plastic deformations of the exposed layers and the transformation of specific levels of steel. An
illustrative example demonstrates the methodology to solve an axisymmetric configuration.

Extracting the transformation-induced plasticity (TRIP) strain from the total strain by
experimental analysis of quenching poses significant challenges. However, the Finite Element
Method (FEM) is crucial in addressing these challenges and enabling the prediction of multiple
co-occurring physical phenomena. The combined effect of thermal and TRIP strains on mechanical
properties is demonstrated through an illustrative example using a cylindrical workpiece with a
length of 100 mm and a radius of 20 mm. The model also illustrates how phase transformation
strains produce stresses and deformations by coupling temperature-dependent phase
transformations with an elastoplastic analysis.

The main objective of this work is to minimise uncertainty in model development, optimise
processes, and ensure energy efficiency. Uncertainty modelling is helpful in decision-making for
new models, especially for processes involving multiphysics (i.e., induction hardening). In this
work, a numerical model was developed using COMSOL Multiphysics and data analysis was
performed using MATLAB software connected via LiveLink. Temperature control algorithms
were developed to explicitly or implicitly define events in the heating process and control them
via a feedback loop. Another method used involves defining an objective function subject to
constraints and a certain group of parameters. This method is crucial to identify the most influential
parameters in the process and to select optimal values.

Elastoplastic models of martensite formation have been presented, providing an overview of
different modelling approaches related to martensite formation. In this approach, FEM is
implemented to analyse residual thermal stresses, strain formation, and plastic strain evolves when

deviatoric stresses and thermal stresses exceed the yield limit.



Streszczenie

Ograniczenia zewngtrzne lub wewnetrzne materialu uniemozliwiaja mu swobodne
rozszerzanie si¢ lub kurczenie si¢ wraz ze zmiang temperatury stad, pod wplywem zmian
temperatury powstaja w tym elemencie naprezenia termiczne. Ich zadaniem jest zapewnienie
niezawodnosci konstrukcji i zmniejszenie niedoktadno$ci w materiatach poddawanych obrébce
cieplnej. Analiza naprezen termicznych obejmuje badanie uktadu termomechanicznego, w ktorym
nastgpuje wytwarzanie i wymiana ciepta (np. przez nagrzewanie indukcyjne). W zwiazku z tym
odpowiednim podejsciem rozwigzywania tego typu zagadnien jest analiza wielokryterialna
z wykorzystaniem metod numerycznych. Analiza sktada si¢ z dwoch etapow: kontroli parametrow
nagrzewania oraz nastepujacego po nim chiodzenia (hartowania). Kazdy etap analizy jest
oddzielnym projektem i posiada wlasne mechanizmy kontrolne, ale kazdy z nich wptywa
na oczekiwane wlasciwosci mechaniczne materiatu.

Opracowanie precyzyjnego modelu numerycznego opisujacego zdarzenia zachodzace
na powierzchni przedmiotu obrabianego podczas nagrzewania indukcyjnego (IH), a takze zmiany
temperatury wewnatrz przedmiotu obrabianego, stanowi bardzo trudne wyzwanie. Aby sprostac¢
temu wyzwaniu, w modelu zastosowano trzy rozne algorytmy wykorzystywane do analizy
rozktadu temperatury od powierzchni do rdzenia wsadu: jawne i niejawne algorytmy sterowania
procesami oraz dyskretne sterowanie czestotliwoscig pradu cewki wzbudnika. Osigga si¢ to
poprzez automatyczng kontrole mechanizmoéw sprzezenia zwrotnego, ktore dostosowuja
parametry wejsciowe. Kontrolowanie rozktadu temperatury poprzez regulacje parametrow
wejsciowych jest uwazane za sposob zarzadzania catym systemem nagrzewania indukcyjnego.

Model hartowania indukcyjnego kot zebatych kalibrowany jest w celu zapewnienia
wysokiej precyzji, w oparciu o rzetelny model matematyczny i prawidlowy dobor parametrow
wejsciowych. Celem doboru kluczowych parametrow jest osiaggnigcie optymalnego rozwigzania,
z punktu widzenia przeptywu ciepla i efektywnos$ci energetycznej. Jednak niektére z tych
parametrow sa czesto znane tylko z pewna niepewnoscia (np. wtasciwosci fizyczne materiatu i ich
zalezno$ci temperaturowe, parametry chtodzenia nagrzanych zebow itp.). Dlatego model musi
zosta¢ odpowiednio skalibrowany, aby osiagnac¢ akceptowalng zgodnos¢ pomiedzy wynikami
obliczonymi, a danymi eksperymentalnymi. Szczegoétowa metodologia kalibracji zostata opisana

1 zilustrowana typowym przyktadem.
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Zbadano termiczne naprezenia szczatkowe wynikajace ze zmian objetosci
spowodowanych zmianami temperatury i przemianami fazowymi oraz ich wptyw na inne
wlasciwosci  mechaniczne. Przeanalizowano ogélny model indukcyjnego hartowania
powierzchniowego na podstawie sprzgzonych zjawisk elektromagnetycznych, termicznych,
mechanicznych i metalurgicznych. Okre§lono rozklad odksztatcen i napr¢zen mechanicznych
w warstwach powierzchniowych materiatéw stalowych poddanych hartowaniu indukcyjnemu.
Na rozklad ten wptywaja nie tylko procesy termosprezyste, ale takze odksztatcenia plastyczne
odstonigtych warstw i przemiany fizyczne stali. Przedstawiony przyktad pokazuje metodologig
rozwigzywania uktadu osiowo-symetrycznego.

Trudnym wyzwaniem jest wyodrebnienie odksztalcenia plastycznego wywotanego
transformacja (TRIP) z catkowitego odksztalcenia za pomocg eksperymentu. Jest to mozliwe
dzieki zastosowaniu metody elementow skonczonych (FEM), umozliwiajgca rozwigzywanie
uktadow, w ktorych wystepuja sprzezone ze soba zjawiska fizyczne. Jako przyktad takiego uktadu
zostat opracowany model cylindrycznego przedmiotu obrabianego o dtugosci 100 mm i promieniu
20 mm. Model ten dobrze ilustruje, w jaki sposob odksztalcenia zwigzane z przemiang fazowa
powodujg napre¢zenia i odksztatcenia, czyli taczy przemiany fazowe zalezne od temperatury
z analizg elastoplastyczna.

Glownym celem tej pracy jest zminimalizowanie niepewnosci przy opracowywaniu
modeli, optymalizacja proceséw 1 zapewnienie efektywno$ci energetycznej. Minimalizacja
niepewnosci jest szczegodlnie istotne dla nowych modeli, zwlaszcza w przypadku procesow
obejmujacych wiele zjawisk fizycznych, a takim jest hartowanie indukcyjne. W niniejszej pracy
model numeryczny zostat opracowany przy uzyciu oprogramowania COMSOL Multiphysics, a
analiza danych zostala przeprowadzona przy uzyciu oprogramowania MATLAB potaczonego
przez LiveLink. Algorytmy kontroli temperatury zostaly opracowane w celu jawnego lub
niejawnego definiowania zdarzeh w procesie nagrzewania i kontrolowania ich za pomoca petli
sprzgzenia zwrotnego. Do wyznaczenia innych parametréw zastosowano metode polegajaca na
zdefiniowaniu funkcji celu. Metoda ta jest kluczowa dla zidentyfikowania parametrow majacych
najwiekszy wplyw na proces i wybrania optymalnych wartosci.

Zaprezentowano elastoplastyczne modele powstawania martenzytu. W prezentowanym w
pracy podejsciu, zaimplantowano MES do analizy: szczatkowych naprezen termicznych,

powstawania odksztatcen i odksztatcen plastycznych.
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English summary

The root cause of thermal stress generation is the variation of temperature within the body. The
thermal stress generated during induction heating is assumed to not affect the mechanical
properties of the material, but the cooling process does. However, the non-linearities of induction
heating present challenges for the cooling process, which in turn affects the desired mechanical
properties after hardening. Therefore, the study of thermal stress begins with the analysis of the
temperature distribution, control of deformation, strain generation, and metallurgical aspects of
the material. Thermal stress analysis lies at the crossroads of thermodynamics (heat transfer), solid
mechanics (stress and strain), and metallurgical phenomena (phase transformation). Using
induction as a source of heat energy to analyse thermal stress makes it more challenging to control
the phenomena and achieve the desired results.

Due to its nature, induction heating makes it challenging to control the temperature
distribution from the surface to the required depth, especially in surface hardening. To address this
challenge, developing digital control mechanisms with control algorithms aligned with feedback
closed loop is important. This involves explicitly or implicitly defining the events within the
workpiece, connecting them to the current flow switch, and controlling the input power. These
methods have several advantages, including achieving the required temperature within the
specified range, preventing surface detonation, and not affecting heat transfer.

In both explicit and implicit event control methods, power is supplied intermittently, turning
the switch on or off. In explicit event control, the state of an event is defined over a period. This
method is computationally costly, time-consuming, but conditionally stable, and designed for
simulating short transient dynamic events. In implicit event control, the event is not directly
defined over the period; instead, an indicator is used. When the indicator point is reached, the
switch is turned off and then on again. Implicit methods are typically used to simulate static or less
transient phenomena. These methods aid in the selection of the optimal power, frequency, and coil
length in induction heating.

The asynchronous dual-frequency approach employs two distinct frequencies that
alternately become active based on the event condition. Lower frequencies allow significant
current penetration and a deeper skin effect, making them more efficient for heating larger parts.

At high frequencies, current penetration is limited to the surface. On the contrary, higher
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frequencies restrict current penetration and influence the generation of eddy current within the
workpiece.

Uniform temperature distribution is important in austenitizing because distortion usually
arises from the release of residual stresses accumulated during prior processes, such as forging or
machining, as well as from non-uniform heating. The distortion caused by the quenching process
is largely a function of the austenitizing temperature, the uniformity of the quenching process, and
the choice of the quenching medium. The simulation involves two steps: the first step involves
heating to the austenite temperature, where coupled electromagnetic and thermal phenomena
occur, and the second step involves cooling to the martensite finish (My) temperature.

Predicting residual thermal stress and strain begins by tracing the thermal history of the
workpiece during quenching. The temperature distribution within the quenched part is affected by
the intensity of the quenching process. Faster cooling rates result in a steeper temperature gradient,
leading to increased thermal strain within the object. The formation of thermal stresses at various
temperatures depends on the degree of strain and, in case of plastic deformation, on the flow stress
at that temperature. For an accurate computation of thermal stress and strain, it is crucial to track
in parallel the entire sequence of phase transformations alongside the temperature evolution.

Understanding the distribution of stresses and strains within hardened layers is crucial for
assessing the risk of cracks and other damage, particularly in components used in machinery,
automotive, and aerospace industries. During quenching, different types of stresses develop in the
workpiece, at different stages of quenching.

At the initial quenching stage, austenite cools down without phase transformations due to
significant thermal gradients. The surface contracts faster than the core, resulting in tensile stresses
on the surface and compressive stresses at the core to maintain a balanced stress state. The second
stage begins when the martensitic transformation starts on the surface. Dilatational phase-
transformation strains and transformation plasticity lead to rapid unloading and reverse loading on
the surface. The untransformed core responds to counterbalance these stresses, resulting in
significant compressive stresses on the surface and tensile stresses at the core. The third stage
begins when phase transformations start at the core, leading to a complete transformation and
cooling of the surface.

The extraction of TRIP strain involves the capture of additional plastic deformation resulting

from thermal and mechanical stresses during cooling. This extraction of TRIP from total strain



through experimental analysis of quenching poses significant challenges. Thus, Finite Element
Method (FEM) plays a crucial role in addressing the challenges associated with and enabling the
prediction of multiple concurrent physical phenomena. These include forecasting the temperature
history, phase evolution, and internal stresses during quenching processes. Effective prediction
and illustrating the fundamental mechanisms of stress development and the distribution of residual
stresses are essential for designing advanced materials with enhanced mechanical properties.
COMSOL Multiphysics is a finite element analysis (FEA), solver, and simulation software
package used for various physics and engineering applications, especially for coupled phenomena
and multiphysics. It offers conventional physics-based user interfaces and can handle coupled
systems of partial differential equations (PDEs) in weak form. An API for Java and MATLAB can
be used to control the software externally. Models created in COMSOL Multiphysics can be linked
to MATLAB via LiveLink for data analysis, as demonstrated in this work. An algorithm was
developed to simulate a model, and the resulting data were imported into MATLAB for graphical
analysis. Furthermore, a mathematical model was developed to aid in decision-making and
predicting material properties. Additionally, software JMatPro was used in this work to generate a
CCT diagram and predict the effect of cooling rate on the mechanical properties of the material.
A promising solution to the complexity of induction heating is to develop multifidelity
surrogate models that incorporate both high and lowfidelity data, thus striking a balance between
prediction accuracy and computational cost. Achieving this balance involves integrating realistic
information into the construction of a surrogate model. Induction heating entails sustainability in
terms of energy efficiency, environmental friendliness, precise heating to the target area, and rapid
heating methods. However, modern technologies, such as the implementation of machine learning
and artificial neural networks (ANN), which have recently emerged in the field, require further

development.



Podsumowanie

Podstawowa przyczyna powstawania napr¢zen termicznych jest zmiana temperatury wewnatrz
ciata. Zaktada si¢, ze naprezenia termiczne generowane podczas nagrzewania indukcyjnego nie
wplywaja na wiasciwosci mechaniczne materiatu, ale proces chtodzenia. Jednak nieliniowos¢
nagrzewania indukcyjnego stanowi wyzwanie dla procesu chtodzenia, co z kolei wplywa na
pozadane wlasciwosci mechaniczne po zakonczeniu catego procesu hartowania. Badanie naprezen
termicznych rozpoczeto od analizy rozktadu temperatury, kontroli deformacji, generowania
odksztatcen 1 metalurgicznych wtasciwosci materialu. Analiza napr¢zen termicznych obejmuje
zagadnienia termodynamiki (wymiana ciepta), mechaniki ciala stalego (naprezenia i
odksztalcenia) oraz zjawiska metalurgiczne (przemiana fazowa). Wykorzystanie indukcji jako
zrodta energii cieplnej do analizy naprezen termicznych sprawia, ze trudniej jest kontrolowac
zjawiska i osiggac pozadane wyniki.

Ze wzgledu na charakter procesu nagrzewania indukcyjnego, trudno jest kontrolowac
rozktad temperatury od powierzchni wsadu do wymaganej gtebokosci, szczegdlnie w przypadku
hartowania powierzchniowego. Aby sprosta¢ temu wyzwaniu, wazne jest opracowanie
numerycznych modeli sterowania uwzgledniajagcymi petle sprzezenia zwrotnego. Obejmuje to
jawne lub niejawne zdefiniowanie procesow odbywajacych si¢ we wsadzie oraz potaczenie ich ze
sterowaniem pradu zasilajacego i kontrolowaniem mocy wejsciowej. Metody te maja kilka zalet,
w tym osiggni¢cie wymaganej temperatury, zapobieganie deformacji powierzchni i brak wplywu
na wymiang ciepfa.

Zarowno w jawnych, jak i niejawnych metodach sterowania procesami, zasilanie jest
dostarczane w sposob przerywany, wiaczajac lub wytaczajac przetacznik. W jawnym sterowaniu
procesami stan zdarzenia jest definiowany w pewnym okresie. Metoda ta jest kosztowna
obliczeniowo, czasochtonna, ale warunkowo stabilna i przeznaczona do symulacji krotkich
przejsciowych zdarzen dynamicznych. W przypadku niejawnej kontroli procesow zdarzenie nie
jest bezposrednio definiowane w okresie; zamiast tego uzywany jest wskaznik. Po osiggnigciu
punktu wskaznika przetacznik jest wylaczany, a nastepnie ponownie wiaczany. Metody niejawne
sa zwykle uzywane do symulacji zjawisk statycznych. Metody te pomagaja w doborze optymalne;j

mocy, czestotliwosci 1 dlugosci cewki w nagrzewaniu indukcyjnym.
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Asynchroniczne podejscie dwuczgstotliwosciowe wykorzystuje dwie rézne czestotliwosci, ktore
s aktywowane naprzemiennie w zaleznosci od warunkow procesu. Nizsze czgstotliwosci
pozwalaja na wigksza penetracje pradu i glgbszy efekt naskorkowosci, dzieki czemu sg bardziej
wydajne w przypadku nagrzewania wigkszych elementow. Przy wysokich czestotliwosciach
penetracja pradu jest ograniczona jedynie do powierzchni wsadu.

Réwnomierny rozklad temperatury jest wazny w procesie austenityzacji, poniewaz
odksztatcenia zwykle powstaja w wyniku uwolnienia naprezen szczatkowych nagromadzonych
podczas wczesniejszych procesoéw, takich jak kucie lub obrobka skrawaniem, czy tez w wyniku
nierdwnomiernego nagrzewania. Odksztalcenie spowodowane procesem hartowania jest w duzej
mierze funkcjg temperatury austenityzacji, jednorodnosci procesu hartowania i wyboru medium
hartowniczego. Symulacje numeryczne obejmuja dwa etapy: pierwszy obejmuje nagrzewanie do
temperatury austenityzacji, gdzie wystepuja sprzezone zjawiska elektromagnetyczne i termiczne,
a drugi etap obejmuje chtodzenie do temperatury zakonczenia przemiany martenzytycznej (My).

Przewidywanie szczatkowego naprezenia termicznego i odksztatcenia rozpoczyna si¢ od
przesledzenia historii termicznej wsadu podczas hartowania. Na rozklad temperatury w hartowanej
czgsci ma istotny wplyw intensywno$¢ procesu hartowania. Wigksze szybkosci chtodzenia
powoduja wiekszy gradient temperatury, co prowadzi do zwigkszonego odksztatcenia termicznego
w elemencie. Powstawanie naprezen termicznych w réznych temperaturach zalezy od stopnia
odksztalcenia oraz, w przypadku odksztalcenia plastycznego, od napr¢zenia ptynigcia w danej
temperaturze. W celu doktadnego obliczenia naprgzen termicznych i odksztatcen, kluczowe jest
réwnolegle §ledzenie calej sekwencji przemian fazowych wraz z ewolucja temperatury.

Zrozumienie rozkladu odksztatcen i napr¢zen w hartowanych warstwach ma kluczowe
znaczenie dla oceny ryzyka peknig¢ i innych uszkodzen, szczegélnie w komponentach
stosowanych w przemys$le maszynowym, motoryzacyjnym i lotniczym. Podczas hartowania w
obrabianym przedmiocie powstaja rozne rodzaje napr¢zen, na roznych etapach hartowania.

W poczatkowej fazie hartowania austenit ochladza si¢ bez przemian fazowych ze wzgledu
na znaczne gradienty temperatury. Powierzchnia kurczy si¢ szybciej niz rdzen, powodujac
naprezenia rozciggajace na powierzchni i naprezenia Sciskajace w rdzeniu. Drugi etap rozpoczyna
si¢, gdy na powierzchni elementu rozpoczyna si¢ przemiana martenzytyczna. Dylatacyjne
odksztalcenia przemiany fazowej i plastyczno$¢ przemiany prowadza do szybkiego roztadowania

i odwrotnego obcigzenia powierzchni. Nieprzeksztalcony rdzen reaguje, aby zrownowazy¢ te
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napre¢zenia, powodujac znaczne naprezenia $ciskajace na powierzchni i naprezenia rozciggajace w
rdzeniu. Trzeci etap rozpoczyna si¢, gdy w rdzeniu rozpoczynaja si¢ przemiany fazowe,
prowadzac do catkowitej przemiany i schtodzenia powierzchni.

Ekstrakcja odksztatcenia TRIP polega na wychwytywaniu dodatkowych odksztatcen
plastycznych powstatych w wyniku naprezen termicznych i mechanicznych podczas chtodzenia.
Wyodrgbnienie TRIP z catkowitego odksztalcenia eksperymentalnie jest wyzwanie. Dlatego tez
metoda elementow skonczonych (MES) odgrywa kluczowa role w podejmowaniu wyzwan
zwigzanych z przewidywaniem wielu sprzezonych zjawisk fizycznych. Skuteczne przewidywanie
podstawowych mechanizmow rozwoju napr¢zen i rozktadu naprezen szczatkowych jest niezbedne
do projektowania zaawansowanych materiatlow o ulepszonych wtasciwosciach mechanicznych.

COMSOL Multiphysics to pakiet oprogramowania wykorzystujacy MES, wykorzystywany
do r6znych zastosowan w fizyce i inzynierii, zwlaszcza w przypadku zjawisk sprzezonych. Oferuje
konwencjonalne interfejsy uzytkownika oparte na fizyce i moze obslugiwac sprz¢zone uktady
rownan rozniczkowych czastkowych (PDE) w stabej postaci. Do zewnetrznej kontroli
oprogramowania mozna wykorzysta¢ interfejs API dla jezyka Javai MATLAB. Modele stworzone
w COMSOL Multiphysics moga by¢ potaczone z MATLAB poprzez LiveLink w celu analizy
danych, co zostato zademonstrowane w niniejszej pracy. Opracowano algorytm symulujacy
model, a uzyskane dane zaimportowano do programu MATLAB, w celu ich analizy graficzne;.
Ponadto opracowano model matematyczny wspomagajacy podejmowanie decyzji i
przewidywanie wtasciwosci materiatdw. Dodatkowo w tej pracy wykorzystano oprogramowanie
JMatPro do wygenerowania diagramu CCT 1 przewidzenia wpltywu szybkosci chtodzenia na
wlasciwosci mechaniczne materiatu

Obiecujacym rozwigzaniem zlozonos$ci procesu nagrzewania indukcyjnego jest
opracowanie modeli zastgpczych o réznych doktadnos$ciach, ktore zawieraja zarowno dane o
wysokiej, jak 1 niskiej doktadnosci, zapewniajac w ten sposob roéwnowage miedzy dokladnoscia
wynikoéw a kosztami i czasochtonnos$cig obliczen. Osiagnigcie tej rownowagi wymaga wiaczenia
realistycznych informacji do modelu zastgpczego. Nagrzewanie indukcyjne wigze sie ze
zrbwnowazonym rozwojem pod wzgledem efektywnos$ci energetycznej, przyjaznosci dla
srodowiska, precyzyjnego i szybkiego nagrzewania obszaru docelowego. Jednak nowoczesne
technologie, takie jak wdrazanie uczenia maszynowego i sztucznych sieci neuronowych (ANN),

ktore niedawno pojawily sie w tej dziedzinie, wymagaja dalszego rozwoju.
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Ceské shrnuti

Hlavni pfic¢inou vzniku tepelného stresu je kolisani teploty v ohfivaném télese. Predpoklada se, ze
tepelné napéti vznikajici pti indukénim ohfevu neovliviiuje mechanické vlastnosti materidlu, ale
proces chlazeni ano. Nelinearita induk¢éniho ohfevu vSak piedstavuje problém pro proces chlazeni,
ktery nasledné ovliviiuje pozadované mechanické vlastnosti po zakaleni. Studium tepelného
namahani proto zaCina analyzou rozlozeni teploty, fizenim deformace, vznikem deformace a
metalurgickymi aspekty materidlu. Analyza tepelného naméhani lezi na pomezi termodynamiky
(ptenos tepla), mechaniky pevnych latek (napéti a deformace) a metalurgickych jevi (fazova

pfeména). Pouziti indukce jako zdroje tepelné energie pro analyzu tepelného namahani Cini

o 24

N3 24

povrchu do pozadované hloubky, zejména pti povrchovém kaleni. Pro feseni této vyzvy je dulezity
vyvoj digitalnich fidicich mechanismt s fidicimi algoritmy sladénymi se zpétnovazebnim
uzavienym okruhem. To zahrnuje explicitni nebo implicitni definovani procesu ve vsazce, jejich
propojeni se spinatem proudového toku a fizeni vstupniho vykonu. Tyto metody maji nékolik
vyhod, v€etné¢ dosazeni pozadované teploty ve stanoveném rozsahu, zabranéni deformaci povrchu
a neovlivnéni pfenosu tepla.

Pti explicitni i implicitni metod¢ fizeni udélosti je napajeni dodavano pieruSovang,
zapinanim nebo vypinanim spinace. Pii explicitnim fizeni udalosti je stav udalosti definovan po
urcitou dobu. Tato metoda je vypocetné nakladna, ¢asové narocna, ale podminéné stabilni a je
urcena pro simulaci kratkych prechodnych dynamickych udalosti. Pti implicitnim fizeni udalosti
neni udalost piimo definovana v prubéhu periody; misto toho se pouziva indikator. Po dosazeni
bodu indikatoru se spina¢ vypne a poté opé€t zapne. Implicitni metody se obvykle pouzivaji k
simulaci statickych nebo mén¢ prechodnych jevi. Tyto metody pomahaji pti volbé optimalniho
vykonu, frekvence a délky civky v indukénim ohievu.

Asynchronni dvoufrekvencni pfistup vyuzivad dvé rizné frekvence, které jsou stiidave
aktivni v zavislosti na stavu udélosti. Niz$i frekvence umoznuji vyrazny prinik proudu a hlubsi
skin efekt, takze jsou €innéjsi pro ohiev vétsich dilt. Pii vysokych frekvencich je prinik proudu
omezen na povrch. Naopak vyssi frekvence omezuji prinik proudu a ovliviuji vznik vitivych

proudd uvnitt vsazky.
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Rovnomérné rozlozeni teploty je pii austenitizaci dulezité, protoze deformace obvykle
vznikaji uvolnénim zbytkovych napéti nahromadénych béhem ptedchozich procest, jako je kovani
nebo obrabéni, a také nerovnomérnym ohievem. Deformace zptisobené procesem kaleni zavisi do
znané miry na teploté austenitizace, rovnomérnosti procesu kaleni a volbé kalictho média.
Simulace zahrnuje dva kroky: prvni krok zahrnuje ohfev na teplotu austenitu, pti kterém dochazi
ke spojenym elektromagnetickym a tepelnym jeviim, a druhy krok zahrnuje ochlazeni na teplotu
dokonceni martenzitu (My).

Ptedpovéd’ zbytkového tepelného napéti a deformace zacina sledovanim tepelné historie
obrobku behem kaleni. Rozlozeni teploty v kaleném dilu je ovlivnéno intenzitou procesu kaleni.
Rychlejsi ochlazovani ma za nésledek strmé&jsi teplotni gradient, coz vede ke zvySeni tepelné
deformace uvniti vsazky. Vznik tepelnych napéti pti riznych teplotach zavisi na stupni deformace
a v pripad¢ plastické deformace na napéti toku pii dané teploté. Pro piesny vypocet tepelného
napéti a deformace je zasadni paralelné sledovat celou posloupnost fazovych premén spolu s
vyvojem teploty.

Pochopeni rozlozeni deformace a napéti v zakalenych vrstvach ma zasadni vyznam pro
posouzeni rizika vzniku trhlin a jinych poskozeni, zejména u soucasti pouzivanych ve strojirenstvi,
automobilovém a leteckém primyslu. Béhem kaleni vznikaji v vsazce v riiznych fazich kaleni
rizné typy napéti.

V pocatecni fazi kaleni se austenit ochlazuje bez fazovych premén v disledku znacnych
tepelnych gradientt. Povrch se smrStuje rychleji nez jadro, coz vede k tahovym napétim na
povrchu a tlakovym napétim v jadie, aby se udrzel vyvazeny stav napéti. Druha faze zac¢ina, kdyz
na povrchu zacne martenziticka premeéna. Dilata¢ni deformace pti fazové premeéné a transformacni
plasticita vedou k rychlému odlehceni a zpétnému zatizeni povrchu. Nepfetvorené jadro reaguje
na vyrovnani téchto napéti, coz vede ke vzniku znacnych tlakovych napéti na povrchu a tahovych
napéti v jadre. Treti faze zacind, kdyz v jadfe zacnou fazové piremény, které vedou k Uplné
transformaci a ochlazeni povrchu.

Extrakce deformace TRIP zahrnuje zachyceni dodatecné plastické deformace v disledku
tepelného a mechanického namahani béhem chlazeni. Tato extrakce TRIP z celkové deformace
prostiednictvim experimentalni analyzy ochlazovani ptedstavuje zna¢né vyzvy. Metoda
kone¢nych prvki (MKP) tak hraje zasadni roli pii feSeni problému spojenych s predpovidanim

vice soubéznych fyzikalnich jevl a umoznuje je piedpovidat. Mezi né patii predpoveéd’ pribchu
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teploty, fazového vyvoje a vnitinich napéti béhem procesi kaleni. U¢inna predpovéd’ a znazornéni
zakladnich mechanismil vyvoje napéti a rozlozeni zbytkovych napéti jsou nezbytné pro navrhovani
pokrocilych materialti se zlepSenymi mechanickymi vlastnostmi.

COMSOL Multiphysics je softwarovy balik pro analyzu kone¢nych prvka (MKP), feseni a
simulaci, ktery se pouziva pro rizné fyzikalni a technické aplikace, zejména pro sdruzené ulohy a
multifyziku. Nabizi konvencéni fyzikalni uzivatelskd rozhrani a dokaze zpracovavat sdruzené
systémy parcialnich diferencidlnich rovnic (PDE) ve slabé formé&. K externimu ovladani softwaru
1ze pouzit rozhrani API pro Javu a MATLAB. Modely vytvoren¢ v COMSOL Multiphysics 1ze
propojit s MATLABem prostfednictvim LiveLink pro analyzu dat, jak je ukazano v této praci. Byl
vytvoren algoritmus pro simulaci modelu a vysledna data byla importovana do MATLABu pro
grafickou analyzu. Déle byl vyvinut matematicky model, ktery pomah4 pii rozhodovani a
predpovidani vlastnosti material. Krom¢ toho byl v této praci pouzit software JMatPro k
vytvofeni diagramu CCT a pfedpovédi vlivu rychlosti chlazeni na mechanické vlastnosti
materialu.

Slibnym fesenim slozitosti indukéniho ohfevu je vyvoj ndhradnich modeli s vice vérnostmi,
které zahrnuji jak udaje s vysokou, tak s nizkou vérnosti, ¢imz se dosahne rovnovahy mezi
presnosti pfedpovédi a vypocetnimi naklady. Dosazeni této rovnovahy zahrnuje zaclenéni
realistickych informaci do konstrukce nahradniho modelu. Indukéni ohfev s sebou nese
udrzitelnost z hlediska energetické uc¢innosti, Setrnosti k Zivotnimu prostiedi, pfesného ohfevu
cilové oblasti a rychlych metod ohievu. Moderni technologie, jako je implementace strojového
uceni a umélych neuronovych siti (ANN), které se v této oblasti nedavno objevily, vSak vyzaduji

dalsi rozvoj.
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Thesis outline

The present thesis concentrates on the analysis of thermal residual stress in steel metal induced by
induction heating. The document is structured as follows: Chapters 1 and 2 introduce induction
hardening, covering aspects of heating and cooling. Chapters 3 to 6 delve into technical numerical
modelling of induction heating, calibration, and optimisation of power control, mathematical
modelling of thermal residual stresses, and modelling of thermal strain modelling, including TRIP
strain. Finally, Chapter 7 discusses the conclusions and perspectives.

In Chapter 1, a general introduction to induction surface hardening is provided, along with
areview of current research developments. The chapter also outlines the research gap, establishes
objectives, and presents an overview of the dissertation.

In Chapter 2, a comprehensive review and discussion of the current state-of-the-art in
relevant literature is presented. It explains the fundamental mechanisms of heat generation and
introduces key concepts related to induction heating. The discussion includes an explanation of
penetration depth, critical frequency, and efficiency, which are essential in the context of surface
hardening. The chapter also addresses up-to-date research on topics such as quenching, thermal
stress and strain, phase transformation, optimisation of data acquisition process, and effect of
cooling parameters of surface hardening.

In Chapter 3, a regulation of heat generation within the workpiece is investigated with the
aim of achieving the target temperature at the desired location and time through the control of
power input. The study involves a comparison of various power control mechanisms, unveiling
the potential to influence events both on the surface and inside the workpiece. This chapter
introduces a mathematical and numerical model that elucidates the processes that occur on the
surface of the workpiece during TH. Simulation of events on the surface, illustrating the
temperature inside the workpiece as functions of time and process parameters.

In Chapter 4, a mathematical model for the thermal stresses arising from induction surface
hardening in axisymmetric geometries is formulated. The distribution of strains and stresses,
originating from thermoelastic, thermoplastic, and transformation processes, is determined in the
surface layers. Computational analyses are presented for the exemplary hardening of the induction
surface of a cylinder made of steel AISI 4140. The phase decomposition rate, the time evolution

of the radial stress, and the dependence of the yield stress in both austenite and martensite on the
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temperature are comprehensively described. In addition, an equation is developed that governs the
heating and cooling processes during phase transformation.

In Chapter 5, a calibration of the induction hardening model for gear wheels is undertaken.
This process requires high precision and must be based on a reliable mathematical model and the
correct selection of input parameters. The mathematical model is elucidated as follows: The
forward problem articulates the process through partial differential equations, whereas the
backward problem involves the proposal of a surrogate model. The methodology is illustrated
through an example provided on a gear wheel model manufactured from AISI 4340. The chapter
also describes the continuous cooling transformation (CCT) diagram associated with the model.

In Chapter 6, the influence of TRIP strain on the mechanical properties of steel during
martensite transformation is depicted through FE analysis. FE analysis is a vital method used for
predicting multiple physical phenomena that occur simultaneously. The thermo-elastic-plastic
properties of AISI 4140 steel are discussed, including TRIP strain, along with a mathematical
model of the process and phase transformation. The chapter also elucidates the impact of the
cooling rate on the hardness, strength, and general mechanical properties of steel, supported by
illustrative examples.

In Chapter 7, the research conclusions (summary of key finding and contribution to the field)

and the perspective of potential future work are provided.
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Chapter 1
Introduction

1.1 General introduction

Induction heating (IH) technology has been in continuous evolution following industrial and
technological progress since the late nineteenth century (Miihlbauer, 2008). The foundational
principle of IH was discovered by Michael Faraday when he observed induced currents caused by
a magnet. Subsequently, James C. Maxwell formulated the unified theory of electromagnetism,
and James P. Joule elucidated the heat generated by a current in a conductor, thereby establishing
the fundamental principles of induction heating.

IH is a technology that employs an alternating current (AC) magnetic field to generate power
in an electrically conductive material (Lupi et al., 2015; Sadeghipour et al., 1996; Tudbury, 1974).
Passing AC through a conductor generates an AC magnetic field, leading to the development of
AC within the workpiece. This, in turn, results in heating due to resistive and hysteresis losses.
Induction heating uses both heat generation inside the workpiece (through an induced current) and
conduction heat transfer due to the activated kinetic energy of the molecules (eddy current loss),
which is a reason why induction heating is too fast. Induction heating is highly efficient (Patil &
Bhadade, 2015), fast heating, cleanness, and more precise temperature control than traditional
methods (Davies & Simpson, 1979).

The key advantages of heating technologies with internal sources (electromagnetic/induction

heating) include:

. High-specific heating power
. Reduced process time
. Precise control of the process

Furthermore, as electrotechnology for heating typically enhance overall process efficiency,
it serves as a solution for a rational and efficient use of energy (Lupi et al., 2015).

Numerical modelling can be applied in induction heating to simulate and understand heat
transfer processes, optimise system design, and evaluate the performance of different heating
configurations and parameters (Demidovich, 2012). Design, control and modelling of induction

heating systems have evolved over time, marked by the introduction of solid state converters and
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the adoption of numerical methods for load behaviour analysis (Martin Segura & Montesinos
Miracle, 2012).

Modelling the thermal behaviour of materials during induction heating processes is crucial
to optimise the entire process (Liu & Rao, 2009), which is important in high energy experiments,
where both thermal and mechanical stresses are high (Wetz et al., 2011). It facilitates the proposal
of efficient energy strategies, significantly reducing time and effort in the design process.

The complexity of material properties during induction heating, especially drastic changes
with temperature, necessitates the use of powerful numerical tools such as finite element analysis
(Sadeghipour et al., 1996). It can help in predicting the hardness profile in case of hardening
processes, but their accuracy is limited by the complexity of the coupling between electromagnetic

and thermal fields and the non-linear behaviour of material properties (Barka et al., 2006).
1.2 Research gaps

Induction heating (IH) is a versatile heating technology for conductive materials due to its high
power density, high energy efficiency, and the capability for local reheating (Lucia et al., 2014).
Some literature has proposed various approaches employing multiple working coils and multiple
inverters to regulate temperature and heat distribution in a workpiece (Lucia et al., 2010; Ngoc et
al., 2011). A system comprising multiple working coils and multiple inverters has also been
documented in (Green, 1996) for controlling the current amplitude through each corresponding
working coil independently of the others. However, it is challenging to control the current
amplitude due to mutual inductance or electromotive force (EMF) caused by magnetic couplings
between the working coils. In addition, a high-frequency voltage-source inverter lacks the inherent
capability to independently control its output power. Consequently, the output power of such an
inverter must be regulated by adjusting the DC input voltage (Fujita & Akagi, 1996).

An approach involves employing single inverter, multiple working coils, and mechanical or
semiconductor switches to achieve controlled heat distribution (Forest et al., 2000; Rodriguez &
Leeb, 2006, 2010). Switches are utilised to precisely control the average amplitude of the coil
current by adjusting the connection configuration of the working coils, whether in series, parallel,
or more complicated arrangements. However, achieving the desired heat distribution is
challenging, as these approaches lack the capability for continuous control of the coil current

amplitude.



The Zone-Controlled Induction Heating (ZCIH) system has the ability to regulate the
distribution of exothermic heat on the workpiece, mitigating the strain induced by thermal
expansion (Fujita et al., 2007, 2011; Ha Pham Ngoc et al., 2009; Miyagi et al., 2006). However,
there is a nonlinear relationship between the current amplitude and coil current, leading to heating
not only of the corresponding zone, but also of other zones. The interaction between the two
working coils generates additional heat between them, altering the profile of the heat distribution.
(Haetal.,2010; Sasayama et al., 2015) concluded that finite element methods (FEM) are necessary
to determine appropriate current references to achieve a desirable heat distribution.

To address the performance limitations of induction heating, several manufacturers have
suggested overcoming this challenge through simultaneous dual-frequency heating. The
simultaneous dual frequency (SDF) heating method uses two different currents, medium frequency
(MF) and high frequency (HF), to uniformly harden the surface layer of the workpiece (i.e., shafts,
sprockets, and gear) with consistent contour thickness(Esteve et al., 2005a). This method involves
a single coil and two inverters, typically coupled through transformers (Okudaira & Matsuse, 2000;
Porpandiselvi & Vishwanathan, 2015). MF and HF currents are used simultaneously, with
independent control. This allows the regulation of output power to control the hardening depth at
both the root and the tip of the gear (Barglik et al., 2021a; Esteve et al., 2015). Furthermore, a
recent trend among researchers involves the adoption of a single power converter to achieve
simultaneous dual-frequency operation, as proposed by several authors (Bi et al., 2016;
Porpandiselvi & Vishwanathan, 2015).

Induction hardening typically comprises two stages: first, intense heating of the workpiece
to the desired depth without affecting the edge, followed by rapid cooling below the temperature
at which transformation begins (Popov, 2019). This process poses challenges due to the non-
linearity of the process parameters in controlling the thickness of the hardness (Kayacan & Colak,
2004). To identify precise parameter values, optimisation is an essential approach for achieving
quality output. Various researchers emphasise optimising process parameters such as feed rate
(mm/s), current, frequency, heating time, and the gap between the workpiece and the coil to
achieve maximum depth with minimum edge effects (Kobayashi et al., 2013; Rudnev et al., 2003.;
Zhang et al., 2019).

Totik et al., 2003 examined heating time (feed rate) and temperature as process parameters,

finding that induction heat treatment led to enhanced wear characteristics depending on the



selected process parameters. Researchers (Ge et al., 2006) analysed the correlation between
hardening parameters, specifically focussing on voltage and current control of the power supply,
heating time control, and part speed control in the context of scan induction hardening. The authors
proposed that future efforts should be directed toward optimising the control of the induction
hardening process. Asadzadeh et al., 2021 employed a neural network for the estimation of the
unspecified parameter in a physical model representing a certain physical process. Naar & Bay,
2013 conducted an optimisation on frequency and current density to achieve a specific temperature
rise within a fixed time frame. However, induction hardening involves multiple design parameters,
including electromagnetic, thermal, metallurgical, and mechanical fields. Each of these fields
comprises design parameters contributing to the quality of the output. Single-objective
optimisations have limited scope in this context.

Optimisation is crucial in the design of induction hardening systems (Chereches, 2011). In
an alternative approach, (Kohli & Singh, 2011; Qin et al., 2017) used a response surface method
(RSM) to explore and optimise the impact of five process parameters (feed velocity, input power,
gap, curvature, and flow rate) on temperature, microstructure, microhardness, and phase
transformation geometry during continuous spot induction hardening. In (Kayacan & Colak,
2004), a fuzzy approach was employed to investigate the influence of coil airgap, material
diameter, cooling time, power, and frequency on hardening depth and heating time. However, with
multiple design parameters, single-objective optimisation can only address them sequentially,
lacking the ability to account for the influence of one parameter over the other. Therefore, the set
of feasible solutions, considering design restrictions, is considered optimal when it expresses all
the objectives, with no other solutions in the search space surpassing them.

Controlling the hardness thickness in induction hardening is highly complex due to the
numerous parameters that influence it. Obtaining exact values of parameters for hardness
thickness is challenging due to the non-linearities of induction heating (Kayacan & Colak, 2004).
However, the desirability approach enables the transformation of the multi-objective optimisation
problem into a single-optimisation problem by incorporating expert knowledge to set weights in
the desirability function. Minimising residual thermal deformations, enforced by an additional
straightening operation, results in an increase in process duration and costs (Dziatkiewicz et al.,

2023). This approach tackles the multi-criteria optimisation challenge in industrial settings for the



induction hardening process, utilising a hybrid method that integrates empirical modelling and
computational intelligence tools.

Model calibration involves identifying a unique set of model parameters that effectively
describe the behaviour of a system. This is achieved by comparing and adjusting the model
predictions through a confrontation with actual measurements conducted on the system. Ensuring
a uniform temperature distribution in complex-shaped semi-finished products, especially in
specific corner zones, poses a challenging and unresolved task (Pleshivtseva et al., 2022). The
solution lies in optimising the design parameters and operation modes of the induction system for
the surface hardening process. Current trends in optimisation emphasize the widespread use of
numerical models specific to problems (Spezzapria et al., 2016; Tong et al., 2017).

The objective of induction hardening is to achieve a hardened martensitic layer on the
surface of a component while preserving the unchanged core microstructure. The depth of the
heated layer is influenced by process parameters such as frequency, current intensity, and time, as
well as material properties. Following the heating process, quenching is typically performed using
a sprayer or immersion in a quenching medium. Rapid cooling of the austenitized area promotes
its transformation into a hard martensitic microstructure. In a comprehensive study by
(Areitioaurtena et al., 2022; X. Wang et al., 2019), both numerical and experimental investigations
were carried out, demonstrating excellent agreement between the simulated and experimentally
measured results in the context of scanning induction hardening. However, there was a lack of
information on the specific FE model used.

The development of FE analysis has progressed in both electromagnetic and thermal stress
modelling, incorporating phase transformations in induction hardening. This advancement helps
to comprehend and resolving industrial problems (Simsir & Giir, 2008). However, there is still a
complexity of data acquisition given the challenging nature of determining the parameters of the
material and the process. This challenge becomes particularly pronounced in high-power density
applications, such as contour hardening of gears.

The interdependence of permeability, resistivity, specific heat, and temperature, combined
with the atypical behaviour of steel near the Curie point, introduces challenges in analysing the
evolution of the heating power density profile during induction heating. It can be shown that the
depth of the skin represents the layer where 86% of the induced power is concentrated, and at this

depth the current is 37% of its surface value. The assumption of the exponential decay of current



density is accurate only for materials with constant electrical resistivity and magnetic permeability,
but it can be misleading in surface hardening scenarios (Prisco, 2018). However, recent advances
in computer technology have enabled the computerised modelling of the induction process, leading
to enhanced material characterisation and improved control of the overall process.

In much literature, a mathematical model has been established to predict the volume fraction
of martensite and hardness for the materials under investigation (Fang et al., 2018; Homberg,
2004a; Karban & Donatova, 2010). However, in many existing mathematical models, limitations
are observed in accurately predicting martensite’s hardness and volume fraction at any specific
location within the induction-hardened zone of a given steel component. They inherently lack the
capability to adequately describe the strain hardening behaviour of steels across the entire range
(Fuyjita et al., 2011). The complexity of this phenomenon surpasses conventional hardening when
including the analysis of the TRIP effect.

The TRIP effect encompasses three phenomena: the development of a strain component due
to volume change induced by transformation, the generation of a plastic strain component resulting
from the stress field accompanying the transformation, and an additional hardening during plastic
deformation caused by the transformation, where martensite exhibits a higher flow stress than
austenite (Fischer et al., 2000a; Post et al., 2008). The reality is that all three effects occur
simultaneously during the transformation and make it more complex.

TRIP strain refers to plastic deformation observed during microstructural transformations
under nonzero stresses (Rohde & Jeppsson, 2000). The Greenwood—Johnson mechanism explains
this phenomenon as the weaker phase undergoing plastic deformation to accommodate volumetric
changes during phase transformations. Besides phase transformations and stress state, factors like
austenite grain size have been linked to TRIP strain (Boudiaf et al., 2011). However, there is
limited literature on this subject to date. Researchers (Montalvo-Urquizo et al., 2013), assert that
TRIP should not be neglected, as it enhances the numerical prediction of residual stresses.

Numerous studies in the literature have extensively addressed austenite factors that influence
the stability and the kinetics of its transformation during thermal or deformation-induced
transformation (Blondé et al., 2014; Matsuoka et al., 2013). However, most existing models focus
on predicting austenite stability and transformation kinetics under either thermal conditions (Van
Bohemen & Sietsma, 2009) or mechanical conditions (Matsumura et al., n.d.; Sherif et al., 2004).

In the context of thermomechanical processes, it is emphasised that models integrating both



thermal and mechanical effects can offer a more precise estimation of phase contents and
transformation temperatures. A smaller grain size enhances the thermal stability of austenite and
lower M temperatures (Blondé¢ et al., 2014; Matsuoka et al., 2013). The larger grains exhibit a
lower carbon content and have reduced mechanical stability, since carbon is a stabilising factor for
austenite.

Austenite stability can be divided into thermal stability and mechanical stability, depending
on external driving forces (cooling or stress). Both thermal and mechanical stability are susceptible
to the influence of intrinsic and extrinsic factors. Extrinsic factors, such as stress from
neighbouring grains due to varying thermal expansion ratios, can impact the thermal stability of
austenite during the cooling process (Vandijk et al., 2005). Intrinsic factors refer to the austenite
grain domain defined by its grain boundaries, which encompasses interstitial/substitutional atoms
(chemical composition), dislocations, and grain boundaries (grain size/morphology). Extrinsic
factors are forces applied by adjacent grains, involving stress/strain partitioning (He, 2020; Prisco,
2018).

In general, more research is needed to address a detailed understanding of the thermal
residual stress contributing to surface induction hardening in various aspects. These aspects
comprising temperature-controlled induction heating, combined parameter optimisation, and the
analysis of thermal strain, including the TRIP strain in steel materials, are summarized as follows.

= Numerical modelling is a powerful and essential approach to address the complex
behaviours associated with induction heating. A high-frequency voltage-source inverter
lacks the inherent capability to independently control its output power. Consequently, the
output power of such an inverter must be regulated by adjusting the DC input voltage. The
automatic power control, regulated by a feedback control loop, indirectly governs heat
transfer within the workpiece, adhering to Fourier's law of conduction. However, these
power control strategies may lead to increased switching losses and electromagnetic noise,
as it is impractical for switching devices to always turn on and off at zero current. But, it
is possible to reduce switch losses and optimise energy efficiency.

» The emphasis on multiple objective parameter optimisation underscores the need for
widespread utilisation of numerical solutions, problem-specific mathematical models, and
evidence-based verification are crucial aspects that need work. Single-objective

optimisation lacks the ability to account for the influence of one parameter over another,



especially in induction hardening, where multiple design parameters span electromagnetic,
thermal, metallurgical, and mechanical fields. Each of these fields encompasses design
parameters that contribute to the quality of the output. Therefore, the model calibration
strategy involves identifying a unique set of model parameters that effectively describe the
system's behaviour and optimise the design parameters and operation modes of the
induction surface hardening system.

The complexity of surface hardening surpasses conventional methods when considering
the analysis of the TRIP effect. As conductors approach their Curie point, electrical
resistivity and magnetic permeability can be misleading in surface hardening scenarios.
The challenge lies in the complexity of data acquisition, given the difficulty of determining
the material and process parameters. This challenge becomes particularly pronounced in
high-power density applications, such as contour hardening of gears. Therefore, the
preferred approach involves advanced computer modelling, which enables the
computerised simulation of the induction process, leading to improved material
characterization and improved control of the overall process.

TRIP strain refers to plastic deformation observed during microstructural transformations
under nonzero stresses. It should not be neglected, as it enhances the numerical prediction
of residual stresses and encompasses three phenomena that occur simultaneously during
the transformation: (1) the development of a strain component due to volume change
induced by the transformation, (2) the generation of a plastic strain component resulting
from the stress field accompanying the transformation, and (3) additional hardening during
plastic deformation caused by the transformation, where martensite exhibits a flow stress
higher than austenite.

A clear understanding of the primary elements that influence the stability of retained
austenite is a critical aspect of the martensite transformation. In the context of
thermomechanical processes, it is emphasised that models integrating both thermal and
mechanical effects can provide a more precise estimation of phase contents and
transformation temperatures. However, many existing mathematical models exhibit
limitations in accurately predicting the hardness and volume fraction of martensite at any

specific location within the induction-hardened zone of a given steel component. They



inherently lack the ability to accurately describe the strain hardening behaviour of steels

throughout the entire range.
1.3 Work motivation

Thermal stresses arise when a material undergoes a temperature change in the presence of
constraints. There are two types of constraints associated with thermal stresses: external constraints
and internal constraints. External constraints refer to restrictions on the entire system that prevent
it from expanding or contracting when subjected to temperature variations. Internal constraints, on
the other hand, arise within the material itself because different locations within the material
experience varying degrees of expansion or contraction, while the material must remain
continuous. In the internal constraint, thermal stresses will occur due to the lack of independent
movement between the inner and outer layers of the material. The objective of this research work
is specifically to investigate the thermal stress created due to internal constraints.

Exploring the origins and nature of thermal stresses is important because these stresses can
lead to fracture or undesirable plastic deformation (Callister & Rethwisch, 2015). There are three
main causes of thermal stresses: (1) stress resulting from restrained thermal expansion and
contraction, (2) stress resulting from a temperature gradient, and (3) thermal shock for ductile
materials. In situations where a homogeneous and isotropic workpiece is heated or cooled
uniformly, with no imposed temperature gradients, the workpiece undergoes free expansion or
contraction and remains stress-free. However, if the axial motion of the workpiece is restricted by
rigid end supports, thermal stresses are introduced.

When a solid body undergoes heating or cooling, its internal temperature distribution is
influenced by factors such as its size and shape, the thermal conductivity of the material, and the
rate of change of temperature. Thermal stresses can arise due to temperature gradients across the
body, often caused by rapid heating or cooling. In such cases, the exterior experiences temperature
changes more rapidly than the interior, leading to differential dimensional changes that restrain the
free expansion or contraction of adjacent volume elements within the material. For instance, during
heating, the outer regions of a sample become hotter and expand more than the interior areas.
Consequently, compressive surface stresses are induced and counterbalanced by tensile interior
stresses. The stress conditions between the interior and exterior are reversed during rapid cooling,

putting the surface in a state of tension.



Thermal fatigue cracking significantly affects the surface finish of the tool and the cast
products (Persson, 2004). This can be mitigated by using purely martensitic microstructures and
high-strength materials (Z.-C. Lin et al., 1994). The resistance to thermal crack propagation of
surface-engineered tool steels is primarily determined by the mechanical properties of the substrate
material. Surface-engineered materials are successfully used to improve erosion and corrosion
resistance, but their resistance against thermal fatigue needs further exploration (Persson et al.,
2005).

Thermal residual stress is a fundamental aspect of induction hardening, contributing to the
transformation of the microstructure, creating a hardened surface layer, and improving the wear
resistance in metal components. Understanding the status of thermal stress in a workpiece is crucial
for controlling the parameters of the induction hardening process, ensuring an optimal balance
between hardness and other mechanical properties. This careful control helps minimise the
potential for undesirable effects, such as cracking or distortion, resulting in improved performance
and durability of hardened components.

Residual stresses can arise from various mechanisms, such as plastic deformations,
temperature gradients, or structural changes (phase transformation). If the deformation occurs
during the cooling period and remains within the elastic range, no residual stress persists after
reaching the equilibrium temperature. Additionally, beyond this simple thermal stress, another
stress resulting from structural changes may be present if the metal is heated above the critical
transformation point and subsequently quenched. For example, when steel is heated above the
upper critical point Acz and then rapidly cooled, the shape and size of the volume elements undergo
differential changes due to structural transformations.

To delve into the evolution of residual stress during induction hardening, let us examine the
quenching process applied to a steel cylinder. Steel is an alloy composed of iron (Fe) and carbon
(C). At room temperature, the solubility of carbon in steel is negligible. Carbon segregation as
cementite (Fe3C). However, by heating the steel above its austenitisation temperature, a crystal
structure is achieved in which carbon can dissolve. Rapid cooling prevents carbon segregation
(Geijselaers, 2003). The resulting structure, martensite, is exceptionally hard and exhibits excellent
corrosion resistance. A critical factor in these processes is the time required for carbon to dissolve

and homogenise within the austenite.
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1.4 Objectives

The general objective of the research work is to investigate the development of thermal stress in

steel workpieces during induction hardening and its influence on the mechanical properties of the

material. The goal is to enhance the understanding of the fundamental principles governing thermal

stress development and to optimise industrial processes. This general objective has been

subdivided into four sub-objectives to achieve the goal of the dissertation.

1.

11

Numerical modelling of induction heating to control the surface temperature while
maintaining heat transfer in the radial direction to achieve the target temperature at a
specified depth. This is achieved through the automation of feedback control mechanisms
that adjust the input parameters. Controlling the temperature distribution by adjustment to
the input parameters is regarded as a means of governing the entire system in induction
heating. This is because all properties exhibit variations on the temperature gradient.
Optimal calibration of model-based controllers for induction surface hardening. In this
work, model calibration has done to optimise induction surface hardening, wherein heat
transfer computations are based on time-temperature data. This calibration strategy
integrates key parameters to achieve the most effective combination for the specified
application, achieved by controlling the heat flow and ensuring optimal energy

efficiency.

Mathematical modelling of thermal stresses in induction surface hardening. In this work
thermal residual stress resulting from volume changes due to temperature variations and
phase transformations, and its effects on other mechanical properties has investigated.
Changes in steel density levels can also be used to characterise both thermal and
transformation strains in a unified way. The distribution of stress and strain on the surface
layer of the steel material subjected to induction hardening is caused not only by
thermoelastic processes but is often influenced by plastic deformations in the exposed
layers and the transformation of the level of steel.

Investigation of the thermal and TRIP strain effect on the mechanical properties of steel
AISI 4140. In this chapter, the combined effect of thermal and TRIP strain on the
mechanical properties of the material has been investigated. The study aimed to
demonstrate the influence of the cooling rate, perform a simulation of the sensitivity

analysis, and explore the phase transformation rate from austenite to martensite.



Chapter 2
Literature review

2.1 Basics of induction heating

Induction heating is a technique to increase the temperature of an electrically conductive material
by exposing it to an alternating electromagnetic field (Araneo et al., 2008; Balanis, 2012). When
a conductor is exposed to a varying magnetic field, the magnetic flux passing through it changes
over time. Consequently, electromagnetic induction occurs, leading to the induction of an
electromotive force (EMF) in the conductor, which gives rise to eddy currents (Esteve et al.,
2005b). These eddy currents circulate within the conductor in closed loops, creating localised
magnetic fields that oppose the change in the original magnetic field.

In most practical applications of induction heating in metals, where the frequency of current
is less than 10 MHz, the displacement current, dD /0t is much smaller than the induced current
density J (Hetnarski, 2014). Neglecting the displacement current, the Maxwell equations can be

expressed in the form (Rudnev et al., 2003.)

iwlA — %VZA = J., (2.1)
where w is the excitation frequency, J, is the source current density, and u is the magnetic
permeability.

The heat transfer equation governs transient temperature distributions in workpieces and can

be written as
aT .
pmcpa — V- (kVT) = ©Q, (2-2)

where pr,, is the mass density, ¢, is the specific heat capacity at constant pressure, k is the

thermal conductivity, and Q is the energy generated in the material per unit volume and time.
0=l (2.3)
2y el ’
where J, is the eddy current in the workpiece, J, = —iwAA, y is the electrical conductivity, A is

the magnetic vector potential.
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The current density distribution is influenced not only by temperature-dependent resistivity
but also by the local values of magnetic permeability, which depend on temperature and the local
magnetic field intensity.

Skin Effect: The current density in the conductor or magnetic flux decreases from the surface
towards the internal part of the body. The penetration depth in a homogeneous and linear

conducting medium is given as (Lupi et al., 2015),

- /L _ ’2_”
0= wpy whokr 2:4)

where § is the penetration depth, (m), w = 2xf is the pulsation of the electromagnetic field, (rad/s)
and magnetic permeability of the vacuum, py = 4w - 10”7, H/m, p is the electrical resistivity

(1 xm), and u, represents is the relative magnetic permeability. Penetration depth can be

_ /L
5= 503 |-L. 2.5)

Proximity Effect: If AC flows through two conductors, the distribution of current density is

expressed in the more convenient form,

influenced by the distance between them and the actual direction of the currents.

Ring Effect: In bent or ring-shaped conductors carrying DC or AC, the highest current
density is concentrated on the inner surface of the ring.

End and edge effects: 1t vary with different geometrical orientations of the workpiece and
inductor. These distributions are influenced by the skin effect and heat transfer conditions as well
as by the electromagnetic field distortion occurring in the end regions of inductors and at the edges

of workpieces.
2.2 Coupling phenomena of the induction hardening process

The conventional hardening process begins with heating the material to the austenite phase
followed by rapid cooling. As the temperature increases beyond a critical point during heating,
ferrite begins to transform into austenite. The structure becomes entirely austenitic once it
surpasses Acs. Upon cooling, the austenite phase undergoes transformation into various phases,
depending on the cooling rate. In the irreversible deformation of an iron-based alloy during and
after a martensitic phase transformation, two key factors are responsible (Majaty et al., 2018;

Nagayama et al., 2001a).
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1. The accommodation process, driven by the volume change in the transformation and the

shear t that leads to additional elastic and plastic strain, results in a compatible deformation

and strain.

2. The orientation process is triggered by the formation of preferred variants that may align

themselves in partially self-accommodating groups.

Induction heating Quenching process

Stress/Strain

Temperature
dependent
electromagnetic

properties .
Lhe\“\ca\
Electromag Temperature 2y
netic Field > “
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(Joule losses)

Transformation induced strain

E}
%
=
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(transformation plasticity)

----- indicates neglected
interaction
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Figure 2.1: Induction hardening process, encompassing induction heating (left) and
subsequent cooling (right), along with the associated phenomenological coupling

relationships (Homberg, 2004a; Taleb & Sidoroff, 2003).
2.3 Thermal stress in materials

Thermal stress refers to stress induced by variations in temperature. When a material is rapidly
heated or cooled, a temperature disparity arises between its surface and interior. This disparity
leads to rapid thermal transition that induces thermal expansion or contraction, resulting in
localised movement within the material and generating thermal stresses. If a material is heated or
cooled uniformly, there are no temperature gradients, ensuring the workpiece remains free of

stress. Without constraints there would be no stresses (Barron & Barron, 2012.).
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The primary factor driving stress and strain accumulation during heating is the non-uniform
thermal expansion (resistance to this expansion) caused by induced temperature gradients.
However, metallurgical phase transformations and structural changes also contribute to the stress
distribution within the workpiece (Radionov & Karandaev, 2020; Rudnev et al., 2003).
Throughout the heating process, phase transitions and variations in specific volumes occur across
different phases and structural morphologies. Consequently, changes in the stress distribution and
magnitude arise due to discrepancies in the mechanical properties of these distinct phases.

Following heating, the subsequent cooling (i.e., quenching) led to the development of
compressive stresses on the surface. At the initial stage of the cooling process, the temperature
distribution underwent a complex evolution. The core temperature continued to increase as heat
was conducted from the warmer outer regions as the temperatures at the surface decreased.
Eventually, it reached a peaked temperature, and the surface temperature reached its lowest value.
This quenching process resulted in the formation of a thin surface layer of martensite, which

possesses a specific volume compared to the initial microstructure.

Inductor
A

[ \ Sprayer
Moving inductor *
<_

Heated depth

= S Y Sl Dl Bl M\ Quenchant

Hardened

Figure 2.2: Induction hardening setup (Areitioaurtena et al., 2020)

Table 2.1: Geometric data

Length of the workpiece 100 mm
Diameter of the workpiece 40 mm
Workpiece material type AISI 4140 steel
Number of copper winding 6

Diameter of the copper wire 10 mm
Distance between the centre of two copper wires 16 mm
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Gap between the workpiece and copper winding 3 mm
Quenchant (water) velocity 1 m/s

Speed of the inductor and sprayer 0.5 to 2 mm/s

The condition of thermal stresses during and after the quenching process can result in one or more

of the subsequent issues, depending upon the quenchant type and material composition:

» Formation of quench cracks
* Distortion of the component
» Change in service properties

» Distortion during machining

Quench cracks can occur when the stress during quenching exceeds the fracture stress of the
material, although the exact stress levels needed for this to happen are usually uncertain. The
appearance of these cracks is typically unpredictable and heavily influenced by the geometry of
the component, which has a significant impact on the stress distribution (Mao et al., 2000).

A significant implication is the impact of residual stresses on the service properties of the
component, especially in corrosive environments. Surface tensile stress can increase the
vulnerability to stress-corrosion cracking, whereas compressive residual stress will modify the
fatigue strength of the component (Samuel & Prabhu, 2022a).

Plastic distortion of components may occur if the stress generated during quenching exceeds
the elastic limit. These distortions present considerable challenges, especially when precise
dimensional tolerances are required. The distortions that arise from elevated stress levels during
quenching can manifest itself as changes in volume, shape, or warping (Chen et al., 2019a; Mao

et al., 2000).
2.4 Factors influencing the development of thermal stresses

In numerous studies (Hetnarski & Eslami, 2019; Reza Eslami et al., 2013; Toparli et al., 2002), it
has been acknowledged that the formation of thermal stress and strain during and after the

quenching process of steels is influenced by the following factors:

* Geometry of the component
» Temperature gradients

» Thermal contraction due to cooling
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= Expansion resulting from the transformation of austenite into other phases
* Viscous phenomena

» Transformation-induced plasticity

Geometry of the component: The geometry of an object significantly affects the creation of
thermal stress and strain. Thermal residual stresses self-adjust when the component is not
restrained externally. Typically, the stress pattern is symmetric about the centre of the body,
reflecting the cooling pattern of symmetrical nature. Additionally, the impact of the component's
edges and ends is crucial; residual stress and strain within a material diminish toward zero at its
free surface (Silva et al., 2005).

Temperature gradients.: The root cause of thermal stress generation during quenching lies in
the variation of temperature within the body. The largest temperature gradient occurs early in the
quenching process but diminishes gradually as the body's temperature approaches that of its
surroundings. These thermal gradients, resulting from different cooling rates, drive volume
changes, and consequently, the development of thermal stresses (Giir & Pan, 2009; Hetnarski,
2014). Thermal gradients and contraction in the quenched body are significantly affected by both
the severity of the quenched medium and the thermal properties of the material. A more severe
quenching process leads to higher temperature gradients and increased material deformation
(Carlone et al., 2010).

Thermal contraction due to cooling: Sequential development of transformation products
(i.e., ferrite, pearlite, bainite, or martensite) is linked to the expansion of the material. The extent
of this phenomenon varies depending on the type of phase change, such as from austenite to ferrite
or pearlite or from austenite to bainite or martensite. The formation of these transformation
products is influenced by the temperature and the rate of cooling.

Figure 2.3 illustrates how the cooling rate influences the yield stress during the quenching
process. Higher cooling rates lead to an increased yield stress due to rapid cooling, which hinders
atom diffusion, resulting in a more rigid and hard material structure. Conversely, slower cooling
rates may result in lower yield stress, allowing for a less rigid atomic arrangement due to increased

diffusion time.
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Figure 2.3: Effect of cooling rate on yield stress

Viscous flow: Viscous flow, such as elastic-viscous, viscous, and viscoelastic behaviours are
challenging to differentiate from other types of deformation. The elastic-viscoplastic theory is
typically applied to materials exhibiting viscous characteristics across both elastic and plastic
ranges. However, due to experimental limitations, accurately quantifying the yield condition for
an elastic viscoplastic material proves challenging.

Numerous authors have discussed the theory of viscoelasticity and its impact on thermal
stress formation (Christensen, 1982; Hetnarski & Eslami, 2019). In the qualitative analysis of
stress development during the heat treatment of metallic materials, the elevated temperatures and
resulting stress levels necessitate the consideration of the viscous properties.

Transformation-induced plasticity: The origin of transformation plasticity was elucidated by
proposing that during transformation, atoms positioned at the phase boundary preferentially
diffuse in the direction of stress, leading to elongation in alignment with the applied stress direction
(Behrens et al., 2022; Fischer et al., 2000b). During the transformation process in a metal or alloy
under a non-zero stress state, the resulting strain surpasses the predicted dilatometry data obtained
from stress-free specimens. This additional strain is plastic, despite the stress level being well
below the overall elastic limit. The role of transformation plasticity during quenching is influenced
by several factors, including properties of a material, the size and shape of the workpiece, and the
cooling characteristics of the quenching medium. For example, the contribution of the TRIP

increases with larger specimen sizes and higher quenching capacities of the quenchant.
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2.5 Evaluation of residual thermal stresses

The process of martensite hardening frequently involves significant thermal stresses and strains.
These effects can have either negative consequences, such as cracking, or positive outcomes, such
as enhancing the properties of hardened steel.

The evaluation of thermal stress and strain generation during quenching relies on an

understanding of the following key factors:

»  Temperature distribution within the quenched material
» Phase transformation history of the material

» Temperature-dependent thermal and mechanical properties of the material

The first step in evaluating residual stress and strain involves determining the thermal history
of the material during quenching. The temperature distribution within the material during
quenching is influenced by the intensity of the quenching medium. Higher cooling rates result in
more pronounced temperature gradients, leading to greater thermal deformations. Conversely,
slower cooling produces lower thermal strains (Bardelcik et al., 2010; Dey et al., 2019). The
creation of thermal stresses at each temperature depends on the developed strain and, in the
presence of plastic flow, on the flow stress of the material at that temperature (Koric & Thomas,
2008).

To achieve accurate calculations of thermal stress and strain, it is crucial to track the entire
history of phase transformations alongside temperature variations. These transformations involve
changes in volume, which affect the coefficient of thermal expansion. In isotropic materials, both
temperature change and transformations induce uniform volume changes in a material free to
expand (Seif et al., 2016). Therefore, the coefficients of thermal expansion and the volume changes
resulting from the transformation are represented as functions of temperature.

During the quenching process, a wide temperature range is involved, and phase
transformations occur continuously as the temperature changes. These factors make it imperative
to account for the temperature-dependent physical properties (thermal conductivity, specific heat,
and surface heat transfer coefficient) of the material. A good understanding of the temperature-
dependent mechanical properties of the material is essential to perform reliable thermal stress and

strain calculations (Guo et al., 2013; Seif et al., 2016).
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2.5.1 Calculation of temperature distribution

Determination of the temperature distribution in the quenched section relies on the modelling of
transient heat conduction within an axisymmetric cylindrical object, represented mathematically
as (Homberg, 2004b)

Py o = li(k Z—f) + %(kg—:) + 0. (2.6)

ror

This equation is subjected to the following initial and boundary conditions,T(r,t) =T, at t =
0,0 <r < R (uniform temperature), —k dT/0n = h(T — T.) att = 0,r = R (convection), and
dT/dn=0att > 0,r = 0 (symmetry).

Equation (2.6) can be solved numerically by the finite element method using the Galerkin
approximation. Applying the linear law of the mixture, the heat generated per unit of time and

volume during phase evolution is given by
) = Pmys  OAH; 4o
0 ="toys, T, 2.7)

where ¢; is the volume percentage of phase i, AH; is the enthalpy of the transformation for each
phase (austenite — ferrite, austenite — pearlite, austenite — bainite, and austenite - martensite)
reactions.

Many heat transfer textbooks and research papers provide numerical solutions for
determining temperature distributions within a material, considering variations in thermal
properties with changing temperatures. (Babu & Prasanna Kumar, 2010) developed a
mathematical model for surface heat flux during quenching, considering the initial soaking
temperature. (Nagasaka et al., 1993) developed a mathematical model to predict thermo-elastic-
plastic behaviour during water spray quenching. They applied finite element-based techniques to
study the kinetics of diffusion-dependent phase transformation and martensitic transformation,
coupled with transient heat flow, to predict the microstructural evolution of steel. (Gomes et al.,
2019; Homberg, 2004b) developed a mathematical model to predict the temperature profile of
quenched steel, aiming to facilitate improved control over temperature distribution, and in
(Bouissa et al., 2019) a new convective heat transfer coefficient during quenching was

implemented.
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2.5.2 Calculation of thermal stress and strain

In the theory of thermoelasticity, it is generally expected that when a body is subjected to a thermal
gradient, thermal stresses develop within it. However, determining the presence of these thermal
stresses requires an understanding of the relationships between the temperature gradient, boundary
conditions, and thermal strain (Hetnarski & Eslami, 2019). In the case where a metal bar undergoes
uniform heating or cooling and thus lacks temperature gradients, the workpiece remains free of

stress. The governing equation in terms of the stresses can be written as

Ty + 31(‘:—22: TieSi; = 0. (2.8)
In expanded form, this equation read as
(m)vr+ fa=o0, (2.9)
(32)ver + Ziyzz 0, 2.10)
()vr+ Z=o, @1

where v is the poison’s ratio, A is the Lamé constants and i is the shear modulus.

Combining the first three equations yields V2T = 0. This signifies that the only possible
temperature distribution that yields zero thermal stresses within a simply connected body region

occurs when
V2T = 0, (2.12)

I o A L
dxdy  0ydz  98zdx

2.13)

However, if there is a temperature gradient, the magnitude of thermal stresses can be expressed as

o =FEe—aEAT, (2.14)

Where o is the thermal stress, « is the linear coefficient of thermal expansion, E is the Young’s
modulus of elasticity, € is the strain, and AT is the change in temperature.
In the presence of temperature gradient, the strain of a material is generally a function of

stress and temperature, € = £(o,T)

de = (S—E)T do + (Z_;)a dr. (2.15)
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The differential of direct strain may be written in terms of Young’s modulus and thermal

expansion coefficient.

de = <2+ adT (2.16)
If the thermal expansion coefficient @ assumed constant,

£= ~+adT. (2.17)

Determining three-dimensional thermal stresses is generally complex. However, the number of

fundamental equations needed to solve them are quite sufficient. These equations include:

= 6 strain—displacement equations

= 3 stress equilibrium (Newton’s second law) equations

= 6 stress—strain equations

= Thus, there are a total of 15 governing equations correlating the 15 unknown quantities:
" 6 strain cOmpoNents: €y, &y, &, Yxy» Vyz, and Yy,

= 3 displacement components: u, v,and w

= § stress components: gy, Oy, Oz, Txy, Tyz, and 7,

Next section is discussed some of the equations used to quantify these components in a more
comprehensive way.

To determine the thermal stress distribution within a material, the initial step is to calculate
the temperature distribution. The governing equation for the rate of conduction heat transfer is the

Fourier rate equation.

0= —kAZ, 2.18)

where k; represents the thermal conductivity of the material, 4 denotes the area through which
heat is conducted, and dT /0x is the temperature gradient in the direction along which heat is
conducted.

The conduction rate

. aT
Oxin = —ke(dy dz) 2. (2.19)

The rate of conduction heat transfer from the element in the x-direction can be written as follows:
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. . aQ, . ] or
Oxout = Quin+ 52dx = Quin— = (keS)d dydz (2.20)
The net heat conduction rate
. . . a aT
Qx,net = Qx,in - Qx,out = +£ (kt a) dx dy dz (2.21)

The temperature and strain equations can be coupled. The rate of change of energy stored in the

element involves both thermal and strain energy ( Reza Eslami et al., 2013, W. Zhang et al., 2014)

written as
ou 6_T 0&y dgy de,
o = PCe 3, dx dy dz + (Ux_at to,_ -+ az—at)dx dy dz +
ey dgy ey
.BtTB (E + ot + E) dx dy dz, (222)

where the term c; is the specific heat at constant strain, and the coefficient in the last term, ;B =

aE/(1—2v).
2.6 Characteristics of steel materials in induction hardening

2.6.1 Phase transformation in steel materials

Phase transformation refers to the atomic rearrangement of a material triggered by temperature
changes. During the heating process, initially, the steel expands in direct proportion to the increase
in temperature. However, when it reaches the critical point Ac;, expansion stops. Subsequently,
upon reaching the critical temperature of Acsz, indicating complete austenitization during
continuous heating, the steel resumes expansion.

There are two main types of transformation diagram used to determine the optimal steel and
processing route to achieve desired properties: time-temperature transformation (TTT) and
continuous cooling transformation (CCT) diagram. CCT diagram is generally preferred for
engineering applications because they allow components to be cooled directly from the processing
temperature (i.e. air cooling, furnace cooling, quenching, etc.), which is more cost-effective than
transferring to a separate furnace for isothermal treatment. It measures the extent of transformation
as the temperature decreases continuously. For instance, a sample is heated to the austenitizing
temperature and then cooled at a constant rate, and the resulting transformation is observed,

typically using methods such as dilatometry.
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The TTT diagrams measure the transformation rate at a constant temperature. For example,
a sample is austenitised and cooled to a lower temperature and held at that temperature while the
transformation rate (i.e., using dilatometry).

The CCT curves offer information on the temperatures associated with each phase
transformation, the amount of transformation product achieved for a specific cooling rate over
time, and the cooling rate required to produce martensite. The critical cooling rate is determined
by the time needed to prevent pearlite formation in the quenched steel. Typically, a quenchant
must deliver a cooling rate equal to or faster than that indicated by the "nose" of the pearlite
transformation curve to optimise martensite formation (Totten et al., 2002). CCT diagrams can
only be interpreted along curves representing different cooling rates. This rapid cooling replaces
diffusion-dependent transformation with a shear-type (diffusion-less) transformation, resulting in

the formation of martensite from austenite (Figure 5.3).
2.6.2 Cooling medium

During quenching when the steel is rapidly cooled from the austenitization temperature, the carbon
remains locked within the austenite microstructure, preventing its diffusion as it transforms into
martensite, characterised by a body-centred tetragonal (BCT) (Gomes et al., 2019; Grong &
Shercliff, 2002). The primary aim of quenching is to achieve a cooling rate sufficient for martensite
formation, which contributes to the elevated strength and hardness of quenched steel. However,
when steel undergoes slow cooling from the austenitization temperature, the face centred cubic
(FCC) austenite transitions into body centred cubic (BCC) ferrite, causing the rejection of carbon
atoms. This results in the formation of pearlite through a nucleation and growth process, where
alternating layers of ferrite and cementite emerge (Poyraz & Ogel, 2020; M.-X. Zhang & Kelly,
2009).

Martensite formation begins at the martensite start temperature (M) and completes as the

steel is cooled below the martensite finish temperature (Mf). To achieve the necessary cooling

rates, many steels are quenched in water or oil. Water quenching offers the fastest cooling rates
but can lead to high residual stresses, warpage, and distortion.

Temperature gradients, influenced by the choice of quenchant, cooling rate, and quenching
methods, play a crucial role in determining the outcomes of hardening processes. The cooling stage

significantly impacts the depth to which the temperature is induced. The cooling rate of a specific
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section of a steel bar from the austenitizing temperature depends on two factors: (1) the
temperature to which the quenching medium cools the surface of the workpiece, and (2) the heat
flow rate within the workpiece. Due to the heat conduction properties of steel, the central region
of the workpiece cools much more slowly than the surface. The temperature profile illustrating the
phenomena on the surface and at the core is given in Figure 2.4. Consequently, the surface and the
core develop different types of stresses at different times during quenching, as shown in Figure

2.5. This indicates the benefits obtained from quenching in terms of improving mechanical

properties.
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]
6 & 10
comp i M core
5 ressive; tensile /-/\ — surface
-l -
af )
—_ |
NE 3 | :
z i
211 1
g A"
B 1 1
= 1
b=} )

g 0 : : 4
= 30 40 50
b0 Time (s)

]
1
-2 > >
tensile compressive

Figure 2.5: Stress development on the surface and core in response to temperature

gradient

The rise in compressive stress on the surface was accentuated upon reaching the M;

temperature. A maximum compressive stress of 202 MPa was observed as the surface temperature
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decreased to 140 °C. As the transformation front progressed from the surface towards the centre,
a release of the surface compressive stress occurred. Conversion of austenite to martensite at the
centre prevented further plastic deformation. At this point, the cooling rate at the centre surpassed

that of the surface, resulting in a notable increase in tensile stress at the centre.
2.7 Temperature measurement during induction heating

2.7.1 Thermocouple

A thermocouple is an electrical device consisting of two dissimilar conductors forming an
electrical junction. It produces a temperature-dependent voltage as a result of the Seebeck effect,
which can be interpreted to measure temperature. The Seebeck effect specifically describes the
generation of an electromotive force within an electrically conductive material due to a
temperature difference between two points. In situations where there is no internal current flow

(open circuit), the change in voltage (AV) is directly proportional to the temperature gradient.

VV = =S(T)VT (2.23)
Here S(T) is the Seebeck coefficient (temperature-dependent material properties).
2.7.2 Infrared thermography

Infrared thermography employs an infrared imaging and measurement camera to detect invisible
infrared energy emitted by an object (Gaussorgues, 1994). This energy, known as thermal or
infrared energy, falls outside the visible spectrum and cannot be perceived by the human eye
because of its longer wavelength. Instead, it is recognised as heat. The intensity of infrared
radiation increases with the temperature of the object, and the camera allows us to visualise this
energy. As the temperature increases, it emits more energy, resulting in a shorter wavelength.

Characteristics of infrared thermography include:

= (Capture the distribution of temperature across a surface and present it visually.
» Enables temperature measurement from a distance, without physical contact with the
object

» Temperature measurements can be obtained in real time.

Experimental methods that measure load-induced information associated with stress

changes, such as strain gauges, thermoelastic stress analysis (TSA), and photoelastic stress analysis
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(PSA), need additional experimentation or numerical analysis to isolate individual stress
components. TSA, often employed in the analysis of loaded structures, utilises an infrared camera
to capture thermal data correlated with mechanical stress changes under adiabatic conditions
(Alshaya, 2023; Dulieu Barton & Stanley, 1999; Patterson & Rowlands, 2008). Although PSA and
strain gauges offer load-induced data like TSA, the former need time-consuming installation and
nonlinear numerical analysis to derive individual stresses and necessitate linear analysis (Alshaya,

2023; S. J. Lin et al., 2015).
2.7.3 Numerical methods

Recently, simulations of quenching and other heat treatment processes have increasingly relied on
numerical methods such as the finite difference method (FDM), the finite volume method (FVM),
and especially the FEM (Burkhart et al., 2013, Srivastava et al., 2022). Designers of induction
heating systems must use specialised software tools capable of effectively simulating the process
(Kianezhad et al., 2015). An ideal design for a modern induction heating system should view the
features of induction heating not only as standalone physical processes, but as an integrated system
comprising the inductor, load-matching station, and power supply (i.e. solid-state inverter).

FEM is a general numerical method for solving partial differential equations in two or three
space variables (i.e., boundary value problems). To solve a problem, a large system is divided into
smaller, simpler pieces called finite elements. The numerical domain for the solution has a finite
number of points, which is obtained through a particular space discretisation in the space

dimensions.
2.7.3.1 Finite element discretisation

Initially, the structure is discretised into numerous subregions, with the displacement field
expressed in nodal values for each subregion. Subsequently, the total potential energy, which
encompasses both strain energy and nodal force potential, is minimised concerning the nodal

values, establishing the equilibrium relationship (Zervos et al., 2009).

{F.} = [KKul, (2.24)

where {u} is the vector of nodal displacements (also {u} refers to the nodal degrees of freedom),

{F,} is the vector of element nodal forces, and [K] is called the element stiffness matrix.
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When a continuous medium is discretised into a collection of piecewise simple regions, the

issue of assemblage arises, encompassing two key aspects:

1. Ensuring compatibility among the elements by sharing nodes between neighbouring
elements.
2. Achieving equilibrium among the assembled elements, typically by balancing forces or

summing strain energies.

e

]

Figure 2.6: Finite element mesh

The accuracy of numerical model results depends on several factors, including mesh quality
(coarse or fine), types of mesh (i.e., hexahedral, tetrahedral, or triangular), and the geometry of the
workpiece (Figure 2.6). When assessing the quality of a finite element mesh, two primary concerns
emerge. Firstly, the shape of the elements used for geometry discretization is crucial. Secondly,
the mesh, determined by the number of elements it comprises, is a significant consideration
(Burkhart et al., 2013).

The reliability of a model to predict real-world phenomena depends on a rigorous
examination of its outcomes compared to experimental data (Oberkampf & Trucano, 2002; Rebba
et al., 2006), typically through numerical validation. The criteria for evaluating mesh quality

primarily focus on the geometric attributes of elements, with the aim of ensuring symmetrical
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shapes (aspect ratios), ideal internal angles, and positive volumes (element Jacobians) (Knupp,

2001).
2.7.3.2 Convergence of the solutions

To be effective, the solution of the finite element method must converge towards exact solutions
while respecting geometric boundary conditions and interelement compatibility. To ensure
convergence, three additional criteria must be satisfied.

1. The element must accurately model a consistent state of strain and stress as the element
size approaches infinitesimally small limits.

2. A supplementary requirement is that the element should be capable of
accommodating rigid-body displacements without inducing strains. This mirrors the
constant strain condition, where €;; = 0 and serves as an extreme scenario to ensure
uniformity of strain.

3. Lastly, the assumed displacement functions should be comprehensive enough to meet

the orders required by the initial criterion.

When these criteria are met, a minimum level of strain energy is guaranteed, ensuring monotonic

convergence.
2.8 Strain-based displacement

In general, when a point is displaced by a small distance from the reference point, the resulting
change may vary slightly. Suppose the element in Cartesian coordinates. Let us denote the
displacement components of a specific point (x, y, z) as u (x-displacement), v (y-displacement),
and w (z-displacement).

Extensional strain refers to the change in length per original length unit. The extensional

strain along the x, y, and z-direction can be expressed as follows (Barron & Barron, 2012,p.199).

& = (u%ﬂ _ Gu (2.25)

dx E

_ (v+g—;dy)—v_ a_v 996
gy = "% (2.26)

(w+a—wdz)—w 9
— 9z _ ow
g = = — (2.27)
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Shear strains or distortion strains are defined as the change in the angle between two
intersecting planes of the element. Due to the small magnitude of these strains, the tangent of the
angle is practically equivalent to the angle itself. The shearing strain between the edge of the
element in the x-direction and the side of the element in the y-direction can be determined in the

following manner.

ou v
(u+—dy)—u (v+—dx)—v 0 a
_ ay ox _ ou, o9
Yy = — g —Ft = 5T (2.28)
ou ow
_ (u+£dz)—u (W+de)—w _ a_u a_w
Yaz = dz + dx Y + ox (2.29)

(v+%dz)—v (W+g—‘;/dy)—w_ v ow
dz dy T 9z | oy

(2.30)

It is obvious from the definition of the shear strains, that Yy, = Vyx , Vaz = Vax»> a0d ¥y = Vyy.

Thus, there are only three different shear strains. Such types of strains are sometimes called

engineering strains.
2.9 Stress-equilibrium relations (force balances)

The stresses and forces exerted on a differential element are typically specified within cartesian
coordinates, and they fall into two primary categories: (a) Surface forces, originating from direct

or normal stresses in the x, y, and z directions (o, gy, and g,) as well as shear stresses (&, €5,

and ¢,,), and (b) Body forces, representing forces per unit volume (X, Y, and Z), which may arise
from gravitational forces (such as the weight of the material), magnetic forces, inertial forces.

Applying the Newton’s 2nd law of motion, ), F = ma, in the x-direction, can be written as

0%u
ot?

% dx (dy dz) + %dy (dxdz) + %dz (dxdy) + X (dx dy dz) = p(dx dy dz) (2.31)

Applying the same law for x,y and z direction respectively the stress relation can be written

(Barron & Barron, 2012, p.205) as

aa'x aTxy aTxZ _ az_u

E 3y + EP + X = Pm 9c2° (2.32)

Otyx 90y 4 Oz 4y, O

o T % + 5,7t Y =pm 552 (2.33)
@4_ arﬂ+ %_}_Z— 62_w (234)
dx dy 9z = PmGez- )
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Here p,, represents mass density. For steady-state or static conditions, the right side of equations

2.32 to 2.34 are zero.

2.10 Stress-strain relations (generalised Hooke’s law)

The mechanical strain in the x-direction caused by a stress g, is given by a,./E. Similarly, for the
y and z direction, the strains caused by oy, and o, respectively are given by —v o,,/E and —v 0, /E,
where v represents the poison’s ratio effect. Again, if the temperature T changes from the stress-
free temperature T, by AT = (T — T,), a thermal strain, aAT, will result. Combining all four
components, it can be written as the stress-strain relationship in the elastic range for the x, y, and

z directions (Hetnarski & Eslami, 2019, p.24).

Ex = % [ax - v(ay + az) + aAT] (2.35)
&y = % [ay —v(o, + 0,) + aAT] (2.36)
&, = 7 [0, —v(oy + 0,) + anT] 2.37)

In a homogeneous isotropic material, shear stresses (7, , for instance), there is no generation
of strains in the third coordinate direction (e.g., the z-direction). Consequently, the effect of the
Poisson ratio is not evident for shear stresses in such materials. Similarly, temperature changes
typically lead to expansions or contractions rather than distortion strains. Shear strains directly

correlate with shear stresses (Barron & Barron, 2012,p.207).

Txy 2(1+V)Txy

Yay = (o = £ (2.38)
xz 2(1+V)Txz
Vg = 2= 2 (2:39)

_ Tyz 2(1+V)Ty,

Yyz = == =5, (2.40)

where the shear modulus, G = E/2(1 + v) and 7 is the shear stress, respectively. The six stress-
strain relations may be written in compact form using the index notation and the mathematical

strain terms.

[(1+v)o;; — V(011 + 0y + 033)8;;] + aATSy;, G,j=1,2,3) (2.41)

o=

gij =

where the quantity §;; is the Kroneker delta and is defined by
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(1 fori=j
Oyj = {0 fori#j. (2.42)

The quantity S, = (011 + 052 + 033)/3 = (0 + 0, + 0,)/3 is called the mean applied stress.
Let us define the quantity volumetric dilatation, e, = (&;; + &5, + €33) = (sx + & + SZ)
Adding Equations 2.38 to 2.40, can be written as
&x+ & + & = — (0, + 0y + 0,) + 3aAT. (2.43)
Mean stress and volumetric dilatation are related as follows.
ey = T+ BAT, (2.44)

where the volumetric thermal expansion coefficient, f; = 3a , and the volume modulus of

elasticity, B = E/3(1 — 2v).
2.11 Mechanical response to thermal stress

TRIP has a dual impact on the mechanical response of the material during quenching, influencing
both the stress evolution and residual stress levels. Stress evolution during quenching at any given
point can be divided into loading, unloading, and reverse loading phases. Initially, dilatation
caused by phase transformations induces unloading, followed by reverse loading. During reverse
loading, stresses typically reach levels capable of inducing plastic deformation. When the material
is in the elastic zone, TRIP serves as an extra strain, promoting stress relaxation. In the plastic
zone, if the TRIP strain adequately accommodates deformation, no additional plastic strain is
needed, resulting in stress relaxation. However, when the TRIP strain is insufficient in the plastic
zone, stress relaxation does not occur because additional plastic strain is required for further
deformation (Behrens et al., 2022; Soleimani et al., 2020).

The typical residual stress distribution in a quench-hardened workpiece with axisymmetric
geometry exhibits tensile stresses on the surface and compressive stresses in the core. These
patterns are closely related to the irreversible strain history, which is influenced by various factors
including material properties and the temperature profile during cooling (cooling medium, material
composition and geometric features). The irreversible nature of TRIP generally intensifies the

residual stress state.
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The role of TRIP hinges on the balance between irreversible strains from classical plasticity
and transformation plasticity. The impact of a TRIP is notably significant when the primary source
of irreversible strains is transformation plasticity, without reliance on classical plasticity. This
phenomenon is particularly evident in surface treatments such as induction, laser hardening, and
carburising, where transformation plasticity alone is capable of effectively managing deformation
(Fischer et al., 2000b; Inan & Tauchert, 2014).

The evolution of TRIP has commonly relied on a phenomenological approach. When
exposed to uniaxial stress, the transformation plasticity strain is typically expressed in a general

form as
=K o ¢(§), (2.45)

where o is the applied stress, K is the transformation plasticity coefficient, ¢ (&) is the progress of
transformation plasticity. The value of K and ¢(¢) is determined either experimentally or by
calculation.

When dealing with a triaxial stress state, it is commonly assumed that similar relationships
apply to both classical plasticity and TRIP. For instance, the transformation plasticity strain rate is
typically presumed to be proportional to the stress deviator due to the von Mises associated flow
rule (Giir & Pan, 2009). However, unlike classical plasticity, TRIP does not adhere to a specific

yield criterion and can occur even under low stresses.

2.12 Mitigation strategies and control technique

2.12.1 Residual stresses distortion control

The quality of hardened parts is significantly influenced by factors such as the cooling rate, fixture
design, and cooling duration, leading to distortion, residual stresses, and potential cracking. In the
induction hardening of the steel workpiece, both the thermal gradient and the phase transformation
act simultaneously to influence the evolution of internal stresses and distortion.

Induction heating processes may involve two steps: a single step with dual frequencies or a
two-step with distinct frequencies for each step. Simultaneous dual frequency (SDF) induction
heating, where both medium and high frequencies are applied simultaneously to the part, results

in a more uniform temperature distribution, particularly beneficial for curved surfaces such as gear
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tooth profiles (Li & Ferguson, 2012). In the case of dual frequencies (DF), automatically shifts
from the first frequency to the second as specified in the algorithm.

Another common method for hardening gear components is the sequential application of two
induction frequencies. Typically, a lower frequency is initially used to heat the gear root, followed
by a higher frequency for the gear tip. Introducing a time delay between the two frequencies allows
for more flexible control over temperature distribution within the component.

In gearwheel hardening, the temperature profile has three zones: the tooth tip, which is
heated above the Ac; temperature (austenitizing temperature); the transition zone, which is below

the Ac; temperature; and the unaffected zone, which comprises the larger part of the gearwheel.

peamee Y Temperature (K)

inductor : n x10°
y 4

wheel S

Figure 2.7: Gear tooth hardening

Figure 2.7 shows the gearwheel heated prior to quenching to obtain the required mechanical
properties. The tooth tip is subjected to cyclic loads from gear meshing, which is why it needs high
hardness and high strength.

2.12.2 Optimisation of heating parameters

Improved efficiency in induction heating offers benefits such as precise temperature control,
safety, environmental friendliness, and rapid heating. When optimising the entire cycle of
induction heating, the thermal process must be carefully addressed. This encompasses the heating
process, the cooling, and soaking stages during billet transportation. To achieve the desired
temperature in the workpiece prior to hot working operations, temperature distribution after the
transfer stage as a function controlled by the output is considered. Consequently, the controlled
heating cycle is characterised by a set of heat transfer equations that encompass both the heating

and cooling (transfer) stages.
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The billet temperature T}, (I, t) during the heating process can be described by:

aTp (LY) azTh(l,t)+F6Th(l,t)
at 1 al

+w(&, Du(t), (2.46)

0<I<1;0<t< t,

With boundary conditions of the third kind,

oTp (L) _

o = Bin (Ta = Th)(L,0), (2.47)
90D _ o, (2.48)

al
T,(,0) =T, = T, = constant (2.49)

where t is the total time of heating, Bij is the Biot number correspond to heat losses from the
surface of the workpiece during the whole heating process, u(t) a control input function, w(¢, )
is the energy loss from the source.

In the subsequent transfer stage, the temperature distribution Ty (I, t) follows the same

equation (Equation 2.46) but does not include any heat sources.

dTg (Lt) _ 9%Tg(Lt) n roTe(Lt)
ac 912 1 al

+0<l<1, (2.50)

to <t < to+At.

With boundary conditions,

dTg (Lt) _

- = Big (T, — To)(1,0), (2.51)
8T (0,t)

—L===0, (2.52)

To(l,ty) = Typ(l, ty). (2.53)

During the transfer stage, it is cooled intensively, Big > Bip,.

Mathematical proof demonstrates that, concerning the models under consideration, the time-
optimal control strategy involves alternating between stages of heating at maximum power u =
Unnax (heat ON) and subsequent soaking/cooling cycles with power u = 0 (heat OFF). Figure 2.8
illustrates the advantages of the soaking stage in induction heating to achieve uniform temperature
over the required depth. The computation duration was 210 s with a coil current 260 A and current
frequency 7.5 kHz. Due to the temperature difference between the surface and the core, heat

transfer continues without being affected by the power-off stage. Typically, successful hardening

35



involves attaining the necessary microstructure, hardness, strength, or toughness while minimizing

residual stresses, distortions, and the risk of cracking.
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Figure 2.8: Single frequencies with soaking stage (left), and without soaking stage
(right)

Induction hardening is commonly used to increase the hardness and durability of various
types of metal components. Induction hardening is commonly used in the manufacturing of gears,
shafts, and other components that are subject to high levels of stress and wear. Most applications
of induction surface hardening require high-power densities and short heating cycles to restrict
heating to the surface area. The main metallurgical advantages of surface hardening with induction
include increased wear resistance and improved fatigue strength.

Induction contour hardening of gear wheels is a highly effective heat treatment technology,
particularly recommended for advanced applications in the machinery, automotive, and aerospace
industries. Compared to traditional, energy-intensive heat treatments such as carburising, nitriding,
and other methods (nitrocarburising and carbonitriding), it offers significant advantages, including
high overall efficiency, short processing times, and lower energy consumption. However,
modelling this process is relatively complex. The numerical model must incorporate both
multiphysics and non-linear formulations. It also considers that critical temperatures, and thus the
hardening temperature, depend on the speed of the induction heating. Although hardening depends
on several factors such as steel grade, part size, part shape, and desired case depth, implementing
the proper method helps achieve the desired properties. The contour induction heating model

shown in Figure 2.9 uses a heat flux of 250 kW for 5 s in a frequency transient study.
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Figure 2.9: Surface heating

Figure 2.9 shows the temperature profile prior to surface hardening. The induction hardening
process does not change the surface chemical composition. However, heating to the austenite
temperature followed by rapid cooling prevents carbon segregation and results in martensite

transformation.

Several factors influence the induction hardening process (Totten et al., 2002, p220):

The power, frequency, and configuration of the induction coil affect the heating rate, depth,
and uniformity of the metal components.

The composition, microstructure, and shape of the metal parts affect their electrical
conductivity, magnetic permeability, transformation temperature, and distortion behaviour.
The quenching medium, the temperature and the cooling rate, the hardness gradient and
residual stress distribution within the metal parts.

Preheating temperature, speed of movement, and ambient temperature of the metal
components play a role in determining the thermal gradient, phase transformation, and

mechanical properties of the metal parts.
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Chapter 3

Numerical model for induction heating

3.1. Introduction

Numerical modelling serves as a fundamental tool for advancing our understanding of the
phenomena that occur within the workpiece during induction heating and subsequent cooling
(quenching), with the aim of obtaining predictable target mechanical properties (Favennec et al.,
2003; Rhein et al., 2015; Zhe & Sanqgiang, 2013). Modern induction heating technology is geared
towards effectively managing heat generation within the workpiece to attain the desired
temperature in specific regions and within defined timeframes. Precision control of temperature
distribution is paramount in induction heating (Fisk et al., 2018; Khalifa et al., 2019), offering
advantages in terms of economy, environmental impact, and production efficiency. Manipulation
of input parameters (coil current, frequency, heating duration, and inductor shape) facilitates the
creation of a desired temperature profile while mitigating the risk of liquid formation on the surface
and edges (Bodart et al., 2001; Masserey et al., 2004; Ono et al., 2002). However, while significant
efforts have been directed towards mathematical modelling, practical implementation on the
workpiece surface remains a challenge.

In the induction heating process, the control function typically involves selecting the
operating frequency and the input power. In addition, factors such as coil design, workpiece
geometry, and air gap determination must be considered to achieve the desired final temperature.
Numerical modelling is used to gain insight into the process and accommodate the temperature-
dependent nature of the material properties. According to Fourier's law of heat conduction,
temperature gradients always move towards regions of lower temperature. On the other hand, a
notable characteristic of AC has an effect on the skin, which primarily affects the surface.
Integrating these two phenomena offers a solution for induction heating, potentially governing
temperature distribution and heat transfer from the surface to the interior of the material.

In metals possessing high thermal conductivity, maintaining uniformity between surface and
core temperatures is generally more feasible (e.g., copper, aluminium, silver). On the contrary,
metals with low thermal conductivity (such as stainless steel, titanium, and carbon steel) require

additional attention to ensure the desired temperature consistency. Numerical modelling of these
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intricate processes is crucial, as it enables visualisation of the entire process within the workpiece.
The involvement of AC power source adds complexity to the process.

To reduce such complexity, two main strategies were proposed. The first involves
influencing current penetration depth by controlling electromagnetic frequencies, either through
synchronous or asynchronous dual-frequency methods. Properly solving a set of Maxwell
equations allows for the management of skin depth. The second strategy involves controlling the
heat distribution through a combined solution of Maxwell’s equations and Fourier’s law of
conduction. Both scenarios are discussed in detail in Section 3.3.

The induced current density decreases exponentially from the surface to the core during
induction heating, a phenomenon known as the depth of the skin. The extent of the skin effect

depends on the frequency of current, the size of the workpiece, and the properties of the material.
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Figure 3.1: Distribution of magnetic flux density

During medium-frequency induction heating, the penetration depth is greater and the current
travels a longer distance toward the core shown in Figure 3.1(right). On the contrary, during high-
frequency IH, the current density is confined to the surface and may only persist for a short duration
as in Figure 3.1(left). Combining the two phenomena, the dual frequency approach is less
expensive to implement, with medium frequency followed by high frequency (Sonmez et al., 2022)

to achieve the desired penetration depth.
3.2 Physical model

The primary properties of the material responsible for regulating the temperature distribution and
heat energy flow within solids include electrical conductivity, thermal conductivity, and magnetic

permeability. For pure metals and metallic materials, the Weidermann-Franz law governs the
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relationship between thermal conductivity and electrical conductivity, which also varies with
temperature. The law states that, for metals, the ratio of thermal conductivity to the product of

electrical conductivity and temperature should remain constant (Callister & Rethwisch, 2015).
L=—, 3.1

where y is the electrical conductivity, k is the thermal conductivity, T is the absolute temperature
and L is a constant.

However, some alloys deviate from this widely accepted principle (Rudnev et al., 2003). As
the temperature rises, metals expand and undergo changes in their mechanical properties,
experiencing a reduction in stiffness and strength while altering their atomic structure. The
increase in heat energy disrupts the alignment of atoms, preventing the production of a magnetic
field because of high vibration. Consequently, the magnetic permeability of metals is high at low
temperatures but diminishes as they approach their Curie temperatures, eventually reaching the

permeability level of air.
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Figure 3.2: Relative permeability as a function of temperature

Permeability is high just below the Curie point. However, once the temperature exceeds the
Curie point, the permeability abruptly vanishes, and the material is no longer magnetic. As shown
in Figure 3.2 magnetic permeability experiences a sharp decrease within the range of 700-900 K,
eventually reaching unity at around 1100 K. According to (Amitava et al., 2004), the magnetic
permeability is elevated before the Curie point, but a broad transition occurs within the range of

753 to 903 K.
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Figure 3.3: Electrical conductivity as a function of temperature

A linear approximation relies not on the electric field (or the magnitude of electric current),
but rather on temperature. Reference (Fakir et al., 2018) conducted a similar study on AISI 4340
steel, using the finite difference method to investigate the properties of the material. Their
experimental work affirmed that thermal conductivity decreases with increasing temperature.
Typically, at room temperature or above, the electrical conductivity of a standard conductor is
inversely proportional to temperature (Figure 3.3). The electrical conductivity value is consistently
positive.

The use of numerical modelling in process temperature regulation contributes significantly
to the design and implementation of industrial heating applications. This enhances process
visualisation and facilitates the development of effective control mechanisms. In heating
applications, one approach involves regulating the heat flow within the solid by managing the input
(heat source). The other approach is to control the heat generation within the workpiece using a
fuzzy logic control mechanism. Therefore, the use of numerical modelling enables the prediction
of how various interconnected and nonlinear factors can influence the transitional and final thermal
conditions of the heated component (Sonmez et al., 2022). Furthermore, it helps to forecast
necessary improvements to enhance process efficiency and formulate the most suitable process

strategies.
3.3 Basic of the induction heating process

Process control involves monitoring and adjusting a process to achieve the desired outcome,
commonly used in industries to maintain and improve quality. Using numerical and mathematical
models, it provides detailed event algorithms and diagrams within a workflow, offering enhanced

visualisation and insight into how the process functions.
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The process IH is generally complex and involves the simultaneous integration of three
physical phenomena: electromagnetic field, the thermal field (heat transfer), and solid mechanics
factors (stress/strain). Temperature changes instantly impact the physical and electromagnetic
properties of the material. Consequently, the development of numerical and mathematical models,
supported by repeatable experimental results, helps simplify the complexity of these interactions.
In the next section shall discuss these three physical phenomena separately and explore their

interactions with each other.
3.3.1 Electromagnetic field

The challenge in electromagnetic analysis lies in solving a set of Maxwell's equations under
specific boundary conditions. The time-harmonic equations governing the physical interface
commence with Ampere's law, incorporating displacement currents (referred to as Maxwell-

Ampere's law), which do not impose additional computational costs in the frequency domain.

Maxwell-Ampere’s law: VX H = J + Z—It) , (3.2)
Maxwell-Faraday’s law: VX E = — Z—f , (3.3)
and equation of continuity: V-J = — ?3—’; , (3.4

where H is the magnetic field strength, B is the magnetic flux density, E is the electric field
intensity, D Electric flux density, and J is the electric current density associated with free charges.

Provided that the field quantities are harmonic that can write as

J=vE +jwD +yvXB +],. (3.5

Substituting Equation (3.5) into Equation (3.2),

va=]+Z_Lz=yE+ij +YyvXB +]e+z—f, (3.6)

where y is the electrical conductivity, v is the velocity of the inductor, and J, is the externally

generated current density.

Jo = Tole sy, (3.7)

Introducing additional relations necessary for solving Maxwell’s equations given as
B = VXA, (3.8)
E = —jwA, (3.9)
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where A is the magnetic vector potential, and w is the angular frequency.
3.3.2 Thermal field

Electromagnetic induction heating utilizes default settings that employ a combined step to solve
both electromagnetic and temperature fields. However, one challenge in induction heating is
attaining the desired surface-to-core temperature distribution. The centre of the workpiece heats

more slowly than the surface, primarily because of the skin effect, as mentioned earlier.
Pmp o + PmCptt - VT = V- (kVT) + Qo (3.10)
where Q, represents the electromagnetic loss (W /m3), u is the conductor velocity (mm/ ), Q,p,

is the resistive losses, Q,,; is the magnetic losses, R, is the electric resistance, and w is the angular

velocity, given as

Qe = Qrn+ Qmu (3.11)
Qrn = %Re(] -E), (3.12)
Qmi = %Re(in'H)- (3.13)

Figure 3.4 illustrates the challenge of managing the temperature at two sites under normal
conditions without controlling the input power. The temperature at the surface is increasing

rapidly, while the temperature at the core is rising gradually.
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Figure 3.4: Temperature vs. time curve

This discrepancy leads to surface deterioration of the workpiece, resulting in premature current

cancelation before the core reaches the desired temperature.
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3.3.3 Solid mechanics

During heating or cooling, the workpiece undergoes thermal expansion or contraction, resulting in
thermal stress. This is because the surface and interior of the materials experience different
temperatures because of rapid heating or cooling. Induction heating exposes materials to such
conditions due to rapid temperature changes. This thermal gradient induces localised movement
within the material, leading to the initiation and propagation of cracks. Therefore, the analysis of
thermal stress is essential as it predicts the deformation and stress caused by temperature

variations, thereby determining the thermal stability and susceptibility to extreme stress.

o = Ea(Ty — Ty) = EalT, (3.14)

Where o is the thermal stress, E is Young’s modulus, o is the thermal expansion coefficient, Tr
and T, are the final and initial temperatures, respectively.

Thermal stress causes the body to produce thermal strain. The thermal strain {7} and its
increment {Ac} are typically expressed by the following equation, employing either the average

thermal expansion coefficient a or the instantaneous thermal coefficient (Ma et al., 2022).
{e"} = {ao, a0, 0,0,0,0" (T — Tyep) (3.15)
The increment of thermal strain can be given as
{AcT} = {a,a,a,0,0,0}TAT (3.16)

Where, T, AT, and T,.; are the current temperature, temperature increment, and reference
temperature for defining the average thermal expansion coefficient, respectively.

day(T)
dT

a(T) = ay(T) + (T — Trer) (3.17)

In addition to the thermal expansion-induced strain, a change in volume resulting from phase
transformation, fluctuations in Young's modulus, and shifts in yield stress as a result of temperature

changes will all contribute to additional thermal strain.
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3.4 Case study and applications

3.4.1 Materials

Common materials for shaft preparation are high-quality carbon steel, while plain carbon steel is
also commonly used for lightly loaded shafts. The objective of induction hardening is to use
inexpensive low carbon or medium-carbon steels (i.e., 4140 or 4340), as they acquire high strength
and good toughness upon hardening (through induction hardening flame hardening, or nitriding
processes). However, induction hardening is preferred in the automotive and aerospace industries
due to its environmental friendliness, rapid processing, corrosion resistance, and energy efficiency.

Numerous mechanical components, including shafts, gears, and sprockets, undergo surface
treatments after machining to improve their wear resistance and durability. The effectiveness of
these treatments relies on the modification of the properties of the surface material and inducing
residual stress. The process creates a resilient core with residual tensile stresses and a hardened
surface layer with compressive stress.

Low-alloyed medium-carbon steels, treated with induction surface hardening, are
extensively used in essential automotive and machine roles necessitating superior wear resistance.
The wear resistance characteristics of parts subjected to induction hardening depend on the depth
of hardening and the magnitude and distribution of residual compressive stress present in the
surface layer. In this study, AISI 4340 was selected for its outstanding combination of strength and
toughness, which outperforms many carbon-hardened steels (Tong et al., 2018).

Table 3.1: Chemical compositions of AISI 4340 (wt.%) (Penha et al., 2015)

Elements C Mn Si Ni Cr Mo
Composition limits 0.38-0.43 0.60-0.80 0.15-0.35 1.65-2.00 0.70-0.90 0.20-0.30

The geometry under examination consists of a bar made from AISI 4340 alloy steel, with
dimensions of 100 mm in length and 20 mm in radius (Figure 3.6). Analysis was carried out using
COMSOL Multiphysics version 6.0, which incorporated a sufficiently large artificial boundary

and a fine mesh.
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Figure 3.5: Geometry setup for induction heating

Table 3.2: Geometric data

Length of the workpiece 100 mm

radius of the workpiece 20 mm
Workpiece material type AISI 4340 steel
Number of loops 6

Diameter of the copper wire 10 mm
Distance between the centre of two copper wires 16 mm

Gap between the workpiece and copper winding 3 mm

The conductor used in the model is a homogenized multiturn coil with a coil current of 200A and

a frequency of 12.5 kHz over 60 s.
3.4.2 Solution methods and discretization

The electrical and thermal fields of induction heating must be effectively coupled to achieve the
desired hardness profile (Barglik et al., 2021b). This process involves three key step of analysis.
First, a COMSOL Multiphysics 2D/3D model was created, considering both the material
properties and the machine parameters. Second, a comprehensive examination of the temperature
distribution, surface characteristics, and depth of the case was conducted by varying the machine
parameters to achieve the target temperature. During this phase, the current density of the coil,
which is responsible for supplying power and facilitating heat transfer to the workpiece, was also
determined. Finally, a sensitivity study was conducted using various statistical tools to assess the

hardness profile under different settings of machine parameters.
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The finite element method (FEM) was used to simulate the model. In COMSOL
Multiphysics, from the mathematics branch, ODE and DAE interfaces, as well as events for
process control involved in the setting. This branch of physics offers a distinct foundation for study
and aids in algorithm development. The start of the process, the event duration, and the re-
initialisation condition were all discreetly configured. Three distinct algorithms were developed to
assess the temperature distribution from the surface to the core: explicit and implicit event control
algorithms, along with discrete frequency control synchronised with the coil current. These
methods are significantly advantageous for achieving the target temperature of conductor
materials, including irregular shapes.

Adjusting the power of the coil provides another effective method of controlling the heat
source. This adjustment can be easily accomplished by appropriately varying the coil voltage. It is
known that the coil power is directly proportional to the square of the voltage. Consequently, the
power density of electromagnetic heat sources can be regarded as a convenient time-dependent

control function commonly used in the induction heating process.
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Figure 3.6: Finite element mesh (left) and isothermal contour (right)

In both explicit and implicit event control approaches, the power supplied intermittently
turns the switch on or off. In explicit event control, the state of an event is defined over a period.
This method is computationally costly and time-consuming, conditionally stable, and meant for
simulating short transient dynamic events. In implicit event control, the event is not directly
defined over the period, but an indicator is. When the indicator point is reached, the switch is
turned off and then on again.

Implicit methods are typically employed to simulate static or less transient phenomena. Time

integration within fully transient methods addresses dynamic events. The advantage of implicit
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methods lies in their unconditional stability for larger time steps and computational efficiency.
However, challenges such as convergence issues and difficulty in capturing dynamic responses
persist in implicit methods.

There are multiple approaches to estimating an acceptable deviation in the final temperature
distribution from the desired one. Typically, it is necessary to specify a fixed maximum absolute
value for the temperature variation. This implies ensuring that, at the end of the heating process,
the temperature at any point within the workpiece does not exceed the prescribed value € from the

desired temperature 7.
* <
lrél[&)l(]ll (Lty+At) — T*| < ¢, (3.18)

where [ is the radial direction of the cylinder vary from 0 to 1, € is prescribed tolerance, T™ is a
desired temperature.

The deviation of the final temperature distribution from the desired one is of equivalent
importance, as in the case of uniform heating. Therefore, the objective of the heating process prior
to subsequent hot working operations is to establish a desired temperature profile within the
workpiece that meets specific heating requirements. In the following section, Equation (3.18) will

be solved using different approaches within COMSOL Multiphysics version 6.0.
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Figure 3.7: Explicit controlled event

In Figure 3.8a, the input power control uses an explicit event control technique, where the
process events are explicitly described and synchronised with the coil current to control the switch.

The computation duration was 210 s with a coil current 260 A and current frequency 6.5 kHz. The
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term “pulse heating” refers to a series of “on” and “off” cycles that continue until the desired
(usually uniform) temperature is achieved. This approach improves the effectiveness of induction
heating, reduces the heating time, and maintains the consistency of the temperature from the
surface to the core.

Optimal selection of power, frequency, and coil length in induction heating involves
subjective decisions influenced by factors such as the metal being heated, desired temperature
uniformity, and duration of heating. Among these parameters, frequency is of significant
importance. When the frequency is too low, it can cause cancelation of the eddy current within the

heated material, ultimately reducing the efficiency of the coil.
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Figure 3.8a: Implicitly controlled event, and 3.8b: Duration of power vs. time

On the contrary, when the frequency is excessively high, the skin effect becomes

significantly pronounced, causing the current concentration to be reduced within an extremely thin
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surface layer relative to the diameter/thickness of the heated component. This condition might not
affect materials with high thermal conductivity (i.e., aluminium, copper). This requires prolonged
heating time to ensure adequate heating of the internal areas and core. However, prolonged heating
durations lead to increased radiation and convection heat losses, which reduces the thermal
efficiency of the induction heater. Therefore, selecting an appropriate frequency is always a matter
of finding a reasonable compromise.

The computation duration was 210 s with the coil current 320 A and the current frequency
10 kHz. When the event meets the indicator condition, it switches on or off. The indicator state
controls the induced current switch in this scenario, and the process repeats. With the higher and
lower temperature limits set, strict control is imposed on the surface temperature not to exceed

these boundaries. Consequently, the temperatures of both points converge towards the same value.
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Figure 3.9: Modification of accelerated heating

The control process faces a complication arising from the challenges associated with
achieving the desired spatial distribution of internal heat sources. Many existing methods for
controlling the power distribution are constrained by strict limitations to produce the required
spatial distribution of internal heat sources. This limitation is particularly evident when certain
metals have fixed frequency inverters, as the frequency is uniquely determined by the law of
electromagnetic wave propagation in metals.

Low frequency is applicable to heat large areas of the workpiece without affecting the
surface. However, this method results in long heating durations, leading to inadequate heating of

the surface area. Consequently, achieving a uniform desired temperature at the required location
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becomes challenging. However, high frequency offers good energy efficiency as a result of a high-
power supply but is limited to heating only the surface. This limitation results in a lack of proper
thermal energy distribution across a large area of the workpiece, which affects its desired
mechanical properties.

The ability to adjust control output power and frequency while ensuring thermal gradients
remain below critical values helps us achieve optimised heating durations. Figure 3.9 illustrates
high-frequency heating with power breaks implemented to prevent exceeding critical values of the
thermal gradient. This approach helps to avoid accelerated thermal gradients and reduces the
duration of heating. Furthermore, at the end of the heating duration, the soak stage is crucial to
achieving the desired temperature profile. The computation duration was 210 s with a coil current
parameter of 260 A, high current frequency 7kHz, low current frequency 4 kHz, and 50 s soaking

duration.
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Figure 3.10: Asynchronised frequency-controlled event

The asynchronous dual-frequency approach employs two distinct frequencies that
alternately become active as the event condition dictates. Lower frequencies allow significant
current penetration and a deeper skin effect, making them more efficient for heating larger parts.
At high frequencies, current penetration is limited to the surface. On the contrary, higher
frequencies restrict current penetration, and influence eddy current generation within the
workpiece.

In Figure 3.10, the dual frequency setup is depicted with frequencies set at 3.5 kHz and 7.5
kHz, displayed on the right side of the graph. The frequencies are arranged to operate sequentially,
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with one following the other for a specified time duration. This alternating activation pattern

affects current penetration, particularly surface current and temperature.
3.5 Boundary conditions

Careful consideration must be given to the selection of boundary conditions, as artificial reflections
at the boundary of the air domain can alter finite-element computations of electromagnetic fields
within the air. In this study, the Robin boundary condition (a weighted combination of the Dirichlet
and Neumann boundary conditions) was employed for an enclosed surrounding air domain with
dimensions wide enough to avoid perturbation of magnetic field lines.

The surface boundary conditions of induction heating involve the three modes of heat

transfer: conduction, convection, and radiation.
—k 22 = (T, — To) + 0C(T — TY). (3.19)

At the axis of symmetry,
n- (—kVT) = 0. (3.20)

Here, T is the temperature of surface of the heat source, « is the coefficient of convective heat
transfer, T, denotes the temperature of the surrounding medium (air), ¢ = 5.67 X 1078 W/m?K*
is the Stefan-Boltzmann constant, C stands for the emissivity of the heated body and T, is the
temperature of the surface to which the heat is radiated and all are nonlinear functions of the
temperature.

In induction heating problems, boundary conditions include heat losses due to convection.
In this case, the boundary condition of the third kind can be written as (Rapoport & Pleshivtseva,

2007).

20(1,t) .
Tt = Bi(6,(t) — (1, 1)), (3.21)

where d6/0l is the temperature gradient of the surface at the point under consideration, , Bi =
aX/ isthe Biot number, [ depth along radial direction = x/X, t denotes time, « is the convection
heat transfer coefficient, X is the radius of the workpiece and 6,(t) denotes a relative value of

ambient temperature T, (7); calculated as:

0,(t) = 20Ty (3.22)

PrmaxX?
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where T}, is the base temperature, By, is the maximum power, k is the thermal conductivity.
Heat loss at the surface of the workpiece is highly fluctuating because of the nonlinear nature
of convection losses. Since the heated body is geometrically symmetric along the axis of

symmetry, the Neumann boundary condition can be formulated as;

20(0,t)

2=, (3.23)

2ED = q(t) <0, (3.24)

where q(t) denotes the relative value of heat losses. The condition in Equation (3.21) implies that
the temperature gradient in a direction normal to the axis of symmetry is zero, which means that

no heat exchange occurs on the axis of symmetry.

Qs(t)
PmaxX,

q(t) = (3.25)

where Q(t) is a flow of heat loss from the surface of the heated body.
3.6 Temperature and electric power density

The primary flow of the generated current is concentrated within the surface layer, with its depth
determined by factors such as the frequency of the alternating field, the density of surface power,
the permeability of the material, the duration of heat and the diameter of the workpiece or the

thickness of the material.
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Figure 3.11: Electric power density along the radial direction
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Quenching this heated layer in water, oil, or a polymer-based solution alters the surface layer to
develop a martensitic structure, enhancing its hardness compared to that of the base metal. In
Figure 3.11, a high electric power density (W /m3) has observed on the surface of the workpiece
followed by a high temperature value.

To optimise the design, manufacturers of induction heating systems must prioritise
minimising losses in system components and maximising energy transfer to the load. These are
key strategies to improve overall efficiency. Combining both electrical and thermal efficiency
provides a comprehensive measure of the system's effectiveness in converting electrical energy
into useful heat for the intended application. Many factors influence the efficiency of induction
heating, which requires collective improvements to achieve the desired efficiency of the system.

Electrical efficiency can be influenced by various factors, including the design of the power
supply, the frequency of the alternating current, and the quality of the coil. Thermal efficiency, on
the other hand, gauges how effectively the electromagnetic field generated is converted into heat
within the load. Factors affecting thermal efficiency encompass the design and material of the
inductor coil, the distance between the coil and the workpiece, and the frequency and power

settings.
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Chapter 4

Mathematical modelling of thermal stresses in induction surface

hardening

4.1 Induction surface hardening methods

Surface hardening involves a wide variety of techniques designed to improve the wear resistance
of components without affecting their softer and tough interior. These techniques are categorised
into three: thermochemical diffusion methods, applied energy (thermal methods), and surface
coating (modification) techniques (Davis, 2002). The first method, thermochemical diffusion,
involves modifying the chemical composition of the surface by introducing hardening elements
such as carbon, nitrogen, and boron. These techniques effectively harden the entire surface of a
part and are commonly used for large-scale surface hardening projects. Examples of these methods
include carburising, nitriding, carbonitriding, nitrocarburising, boriding, and thermal diffusion
processes. The second method, applied energy or thermal methods, does not alter the chemical
composition of the surface. Instead, they enhance properties by modifying the surface metallurgy.
In other words, they create a hardened surface through quenching without introducing additional
alloying species. Examples of these methods include flame hardening, induction hardening, laser
beam hardening, and electron beam hardening. The third is surface coating, or surface modification
methods involve intentionally adding a new layer onto the steel substrate or altering the subsurface
chemical composition, as seen in ion implantation. Examples of these methods include hard
chromium plating, electroless nickel plating, thermal spraying, weld hard facing, chemical vapour
deposition, physical vapour deposition, ion implantation, and laser surface processing.

The distribution of hardness in the hardened material can be determined from the CCT
diagram provided that the austenitisation temperature and the cooling rate are known with a
sufficient accuracy (Geng et al., 2020). The cooling model can be well described and solved
numerically when the convective coefficient of heat transfer is known. Its value (or its temperature
dependence), most of which is unknown in advance, must be found by measurement of the
temperature in selected parts of the hardened sample, on its surface, and in its interior. The contents

of the steel levels in the interior are then estimated from the CCT diagram (Figure 4.6). However,
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the results must be considered only indicative because both the CCT diagram and the level domains

exhibit uncertainties and vary from manufacturer to manufacturer.

4.2 Applications of surface hardening

There are numerous applications associated with induction surface hardening, which is required to
enhance strength and wear resistance. For example, crankshafts, axle shafts, modern transmission
shafts, and gears are among the components that require surface hardening. The induction
hardening process for crankshafts, axles, and transmission shafts is increasingly becoming
automated (Dziatkiewicz et al., 2023). The control system of this line is designed to enable decision
making with a programmable controller. Consequently, all aspects of the heat treatment process
and mechanical operations are pre-programmed and can be easily adjusted to accommodate
various part sizes and heat treatment parameters. With such a process, users have managed to
increase production rates compared to those achievable with conventional heat treatment.

Most induction surface hardening requires high power densities and short heating cycles to
restrict heating to the surface area. The main metallurgical advantages of induction-based surface

hardening include increased wear resistance and improved fatigue strength.

4.3 Basics of thermal stress analysis

4.3.1 Thermal expansion and material behaviour

Induction hardening is a form of transformation hardening, involves heating the surface layer
beyond the critical temperature Ac; to trigger austenitization, followed by quenching to form
hardened martensite. It is based on the fundamental principles of physical metallurgy, which
connect processing, properties, and structure. Properties such as strength, ductility, and toughness,
which are highly influenced by structure, play an important role in determining the feasibility of
manufacturing processes, performance during service, and limitations under service conditions.
The development of thermal stresses, crucial in this context, is significantly influenced by factors
such as thermal conductivity, heat capacity, and thermal expansion shown in Figures 4.1 and 4.2.
The magnitude and variation of these residual stresses are primarily influenced by the carbon

content, with alloying elements having a lesser impact (Grum, 2001).
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Figure 4.1: Electrical conductivity (left) and thermal conductivity (right) as function

of temperature (steel AISI 4140)

In the domain of induction heating, the development of thermal stress is dictated not only by

material properties that; electromagnetic properties also play a significant role. Key

electromagnetic properties such as electrical resistivity (or electrical conductivity) and magnetic

permeability significantly influence the depth of heating. Consequently, the electrical resistivity

and relative magnetic permeability of the workpiece exert a substantial impact on various aspects

of an induction heating system, including coil efficiency, selection of primary design, and process

parameters. In certain electrically conductive materials, electrical resistivity decreases with

increasing temperature. In contrast, for most steels and cast irons, electrical resistivity increases

with temperature, following a nonlinear trend (Rudnev et al., 2003).
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4.3.2 Distortion and residual stresses

Distortion during induction hardening can occur during austenitizing or during quenching.

Austenitizing-induced distortion usually arises from the release of residual stresses accumulated
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during prior processes such as forging or machining, as well as from nonuniform heating (Bedekar
et al., 2019). When only the surface of the part is austenitised and hardened, the cooler core metal
helps minimise distortion. Moreover, the use of induction scanning, which heats only a small
section of the workpiece at any given time, proves advantageous in preventing such problems.
This scanning method has also been shown to be effective in keeping distortion levels low in
through-hardening applications. Particularly in the case of symmetric parts, rotating the component
improves heating uniformity and reduces the chances of irregularities in the final shape (Rego et
al., 2018)(Samuel & Prabhu, 2022; Totten et al., 2002).

The distortion caused by the quenching process is largely a function of the austenitizing
temperature, the uniformity of the quenching process, and the choice of the quenching medium.
Higher austenitizing temperatures, which induce higher residual stresses, result in increased non-
uniform contraction during cooling. Severe quenching mediums, such as water or brine, known
for their ability to create substantial residual stresses, can also lead to significant distortions.

Distortion can cause cracking, which is closely related to the design of the part and the
development of residual stresses. Components with significant variations in cross-sectional area
present notable challenges during the heat treatment process. Moreover, there is often a critical
case depth beyond which cracking becomes unavoidable. In such cases, tensile stresses near the
surface of the induction-hardened part, which counteract the compressive residual stresses formed,
contribute to the issue of cracking (Samuel & Prabhu, 2022a; Totten et al., 2002).

The steel composition also contributes to the susceptibility to cracking in induction
hardening applications, with this susceptibility increasing with higher levels of carbon or
manganese (Davis, 2002; Prisco, 2018). The influence of carbon content on the tendency towards
quench cracking is most significant in through-hardened parts, primarily due to its effect on
lowering the martensite start (M) temperature and impacting the hardness of the resulting

martensite.
4.3.3 Mathematical modelling

The process of hardening itself consists of two parts: induction heating and subsequent cooling.
The time gap between both processes is very short and will not be considered. The induced

electromagnetic field in the workpiece is governed by Maxwell's equations. For an axisymmetric
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problem in cylindrical coordinates (7, z), the key equation is the azimuthal component of the

magnetic field H:

9 P T
E(TH¢) + —("E;) = —ov 5 4.1)

where |1, is the permeability of free space, y is the electrical conductivity, E, is the electric field
intensity, and T is the temperature.
The heat generated by the induced currents increases the temperature of the material. The

heat conduction equation in cylindrical coordinates for an axisymmetric process is as follows:

pcpg—: = li(rkz—:) + ;—Z(k Z—Z) +q, 4.2)

r or

where p is the density, ¢, is specific heat capacity, k is the thermal conductivity and q is the
volumetric heat generation due to induction heating.

Induction heating is a coupled problem characterised by a non-linear interaction of the
magnetic and temperature field. Assume that the displacement current is negligible; the diffusion

equation that describes electromagnetic phenomena can be written as (Karban & Donétova, 2010).

v —V(;vA) —yvx A=, (4.3)
V- (k(OVT) = pc, (%) —w, (4.4)

where A is the magnetic vector potential, u is the magnetic permeability and Js represents the
current density delivered to the inductor from the source, k(t) is the thermal conductivity of the
material, p,, denotes the specific mass density, T is the temperature, c,, stands for the specific heat
at a constant pressure and wy are the volumetric Joule losses.

The next equation accompanying the heating and cooling processes is the phase
transformation. At the beginning of heating (t = t;), the steel workpiece contains more levels of
steel (martensite, pearlite, bainite and ferrite), whose partial percentage is unknown, but this
mixture denoted as z, and z,(t,) = 1. At the end of heating (time t;), the outer layers of the
workpiece are transformed into austenite (denoted as z;, about 98 %), but there remains small
amount of ferrite, pearlite, and bainite. After cooling (time t,), a mixture of ferrite (z,), pearlite
(z3), bainite (z4), and about 98 % of martensite (z5) was obtained.

In accordance with the previous text and (Areitioaurtena et al., 2022) given by
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zo(t) + z1(t) =1, 4.5)
z1(t2) + z5(tp) + z3(ty) + z4(t2) + zs5(ty) = 1. (4.6)

Another field that directly affects the mechanical stresses in the material is the field of
deformations. This is modelled independently of the magnetic field, but the temperature field must
be considered.

For mapping of this field considering only small deformations and balance of momentum

without inertial terms. In such a case, the following equations hold
V-o= 0’ (47)
pme€+V-gq=0:e(@)+Q (4.8)

where o is the stress tensor, p denotes the specific mass density, e stands for the volumetric internal
energy, q represents the volumetric heat flux, u is the vector of displacement, £(it) represents the
symmetric part of the strain rate tensor and Q denotes eventual external heat source. Symbol “:”
stands for the scalar product in R3*3,

The total strain £(u) additively decomposed into elastic part £¢, thermal part £ and

nonelastic part induced by phase transformation, denoted by £”*F part (Hémberg, 2004b).
g(u) = g + gth 4 ¢TRIP (4.9)
Equations (5) and (6) have to be supplemented with the Fourier and Hooke laws

q = —kVT, (4.10)
o=C- e (4.11)
Here C is the isotropic stiffness tensor. The symmetric part of the strain rate tensor can be written

as (Homberg, 2004b; Montalvo-Urquizo et al., 2013)

e(w) = 3 (Vu+ Vul) (4.12)
The thermal strain can be expressed in terms of the thermal expansion caused by density variations.
Changes in density of levels in steel can also be used to describe both thermal and transformation

strains in a unified way which can be written as

pm (T,2) = X3, zip; (T), (4.13)
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where p,,(T) is the measured homogenous temperature dependent density of the level z;. Then
the thermal strain is given as

eth — ((L)l/3 _ 1) I, (4.14)

p (T,2)

where p, is the homogenous measured density of initial phase configuration z,(t,) at the initial
temperature T (t,) and I is the unit matrix.

The TRIP model (transformation-induced plasticity), used exclusively during the cooling
process, is derived from the Franitza-Mitter-Leblond proposal (Wolff et al., 2006, 2007; Wolfle et

al., 2022). For the case of multiphase formations, the corresponding equation will be

eTRIP () =0 t<t

“TRIP(4) — 3 .+ V5 gj _ dg,(x) .
TRIP(t) = ~0" T3, K (T(), 2 (T(0), ) = oo 2TOD tst <t

(4.15)

where 6* = o0 — 1/3 ol is the stress deviator, K‘igj € C(R % [0,1]) the respective Greenwood-
Johnson parameter possibly depending on T,z; (i = 2,...,5), t and ¢, € C[0,1] N C;(0,1) the
monotone saturation function with ¢,(0) = 0,d, (1) = 1. Here volume conservation for the

TRIP deformation is assumed as, tr(eTRIP) = 0

Substituting for £ into the Hooke law Equation (4.9) can be written as

o =FE - [e(u) — eth — £TRIP], (4.16)

Let the constants Ly, Lp , Lp, Lg, and Ly, indicate the latent heats of the z, phase change:
austenite, austenite-ferrite, austenite-pearlite, austenite-bainite, and austenite-martensite,

respectively. The equations derived to describe the heating process (Taleb & Sidoroft, 2003)
ar . .
PmCp (E) —V-(k(O)VT) = —Lyz;+o0:e()+Q, (4.17)
and for the cooling process
PrmCy ("’a—:) — V- (k(O)VT) = Lpzy + Lpis + Lpzg + Lyzs + 0 : (e + TRIP). (4.18)

4.3.4 FEA of induction surface hardening

A computer experiment was carried out on a simple case of induction surface hardening of a
cylinder made of steel AISI 4140 (Table 4.1). The workpiece has a radius of 20 mm and a length
of 100 mm. The experimental data was collected at points A, B, C, and D (Figure 4.3). Six copper
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conduction coils surrounded the workpiece, through which sinusoidal currents flowed at an
operating frequency of approximately 20 kHz. These currents induced eddy currents or power
density in the workpiece, resulting in heating its surface temperature to above 900 °C, the required
austenitizing temperature.

Moreover, as a result of the temporal fluctuation of temperature throughout the induction
heating process, each temperature range within the model was associated with a distinct time
duration. The total time required for the induction heating and cooling phases was subdivided into
numerous small-time intervals within the numerical solution.

Table 4.1: Percentage of elements in AISI 4140 (Sahin et al., 2019)

C Mn Cr Mo Si P S Fe

0.45 0.90 1.20 0.30 0.40 0.025 0.035 balance

The tabulated values may, however, change from manufacturer to manufacturer. The density of

this steel at room temperature is 7850 kg/m? and its melting point is 1416 °C.
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Figure 4.3: Arrangement of the tested cylinder and inductor (all dimensions given in

mm)

The computations were performed using the commercial software COMSOL Multiphysics
6.0. FE simulations were used to solve this model numerically with 1360 elements and 972 nodes.
A free triangular mesh has been used, covering an area of 0.002 m2, and, due to symmetry, only
half of the cylindrical geometry is considered. The chosen mesh is fine, with a focus on quality
measures such as skewness. The boundary layer mesh is applied to a depth of 4 mm, consisting of
6 layers with a stretching factor of 1.5, as shown in Figure 4.4. This type of mesh is commonly
used to accurately resolve thin boundary layers. This approach facilitates a comprehensive analysis
of the quenching process, providing a detailed understanding of the temperature distribution, phase

transitions, and mechanical properties over a small depth (surface) of the workpiece. The aim of
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the study is to investigate the surface hardness by measuring the depth of the indentations using a
conventional hardness scale. It took five hours to complete the calculation on a desktop computer

with 3.8 GHz and 1.8 TB of local disk capacity.
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Figure 4.4: Finite element mesh

The workpiece, initially at a temperature of 20 °C, was rapidly heated to 900 ° C in 10
seconds, followed by immediate quenching with water sprayed onto the cylinder. The simulation
involves two steps: the first step involves heating to the austenite temperature, where coupled
electromagnetic and thermal phenomena occur, while the second step involves cooling to the

martensite finish (My) temperature.

The cooling rate significantly influences the final microstructure and mechanical properties
of the material. Figure 4.5 illustrates the cooling profile on the surface (0.1mm below the surface).
The workpiece was cooled by quenching the crossflow water jet at a constant speed (1 m/s), aiming
to achieve uniform mechanical properties on the surface. The average cooling rate from maximum
temperature (900 °C) to martensite start temperature (350 °C) is about 253 °C/s, which is much
higher than the critical cooling rate for martensite transformation in AISI 4140. In the 350 °C to
140 °C range, the average cooling rate is approximately 58.28 °C / s, and below 140 °C, it is
approximately 3.70 °C/s. The cooling rate offered by the quenchant should be high enough to
exceed the critical cooling rates for achieving desirable mechanical properties. Conversely, the
average cooling rate must be slow enough in the martensitic transformation range to minimise
distortion in the quenched component.

The highest temperature was observed at point A, reaching approximately 910 °C at the end
of the heating process. This value signifies a temperature sufficient for austenite transformation,

despite the Ac; temperature of this model is 772.60 °C, generated by JMatPro, (Figure 4.6). The
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average heat rate in this model is approximately 89.15 °C/s. The higher heating rate may tend to
elevate both Ac; and Ac; temperatures. This is because the transformation from ferrite/pearlite to
austenite is a time-dependent process, and faster heating rates facilitate faster phase

transformations.
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Figure 4.5: The left and right parts show the time evolution of the heating on the
surface and the distribution of the temperature in the axial cross section of the

cylinder, respectively.

Detail testing confirmed that the process of heating practically does not depend on the value
of a and emissivity C (testing was performed for field current 88.3 A and frequency 20 kHz for «
ranging from 5 to 20 W /m? - K and for C ranging from 0.4 to 0.8). The main role is always played
by the field current and its frequency.
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Figure 4.6: CCT diagram of steel AISI 4140

64



The CCT diagram depends on several factors, including the chemical composition of the
steel, the nature of cooling, the grain size, the degree of homogenisation of austenite, as well as
austenitizing temperature and time. This diagram was specifically developed for individual steels
to document the transformational changes of austenite during the cooling process along the
temperature and time axes (typically log time).

The construction of a CCT diagram can be achieved through various methods. In research
papers (Mandal et al., 2022; Moravec et al., 2022), dilatometric measurements, structural analysis,
and hardness measurements were used to construct CCT diagrams. Alternatively, software
programs can be used, as demonstrated in the article (Geng et al., 2020), where the results were
compared with the commercial software JMatPro and experimentally determined CCT diagrams.

The curve typically encompasses regions representing various transformations, such as
austenite decomposition into ferrite, pearlite, bainite, and martensite. When the CCT curve is used,
the optimal cooling rate, and the temperature range can be determined to achieve the desired
microstructure and mechanical properties in the final product. The sample was initially austenitised

at 900 °C and then cooled at constant rate.
4.4 Modelling thermal stresses

COMSOL Multiphysics can solve coupled harmonic magnetic field and transient thermal
problems. The Galerkin method, (Alvarez Hostos et al., 2018; Pant et al., 2010) was employed in
the program for both the magnetic and thermal processes. The field equation for an axisymmetric

problem in a cylindrical coordinate system is provided as follows.
0¢
(G5 00)+ 5 (D5) +a= @19

where Dy , Dy, , Q and k are linear or non-linear parameters.
When the Galerkin formulation is applied, the weighted residual integral for an axisymmetric

time-dependent field problem is expressed as the volume integral (Carrera et al., 2017).

(ROY = IV (5 (%5 0) + 5. (Dy5) + @ = k5)av =0, (4.20)

where [N] is the row vector comprises the element shape functions, Q is the heat flow rate between
nodes i and j .The evaluation of equation (4.19) gives the global matrix equation for axisymmetric

problems with equation (4.20) as the governing equations,
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[Cl{d}+ [K{d} = {F}, 4.21)

where {fb} nodal value vector of d¢/at, {®} is the nodal value vector, [C], [K] capacity and

coefficient matrix respectively, {F} is the load vector.
4.5 Initial and boundary conditions

Initial conditions:
T(r,z,0) = T,, (4.22)
where T is the initial uniform temperature of the workpiece.

Boundary conditions:

The boundary condition of the surface subjected to induction heating may include a convective
heat loss term and an imposed heat flux from the induction coil. However, during the quenching
process, because of the short duration caused by the intense thermal gradient, radiation can be
neglected. This concept is further explained in the experimental investigations by (Barglik et al.,
2018.; Barglik et al., 2015). They illustrate that the convection heat transfer coefficient, denoted

as a..(P, Q), is a function of the pressure (P) and flow rate (Q) of the quenchant.

—k 2= aee(P,Q) (T = T,), (4.23)

where n denotes onward normal and Ty, is the temperature of quenchant.
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Figure 4.7: Crossflow water jet quenching with constant speed

Figure 4.7 illustrates the computational domain for the quenching of crossflow water jets

with a constant speed to achieve uniform mechanical properties. In the FE simulation, the
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assumption was made that the nozzle sprays water over the impingement area. The quenchant
(water) heated by the workpiece under quenching at the locations of jet impingement experienced

an increase in temperature and dispersed radially on the cylinder, gradually losing its velocity.

4.6 Martensite transformation process

The martensitic reaction is initiated during the cooling process, when the austenite reaches the
martensite start (M) temperature, causing the parent austenite to become mechanically unstable.
As controlling the quenching process can be challenging, numerous steels are quenched to generate
an excess of martensite, which is then gradually tempered to achieve the desired structure for the
intended application. In certain alloys, this effect is reduced by incorporating elements such as

tungsten, which disrupt the nucleation of cementite (Canale et al., 2014; Penha et al., 2015).
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Figure 4.8: Phase decomposition rate vs time

Figure 4.8 shows the time dependence of the percentages of austenite and martensite in the
cooling steel on time during the process at point A, and Figure 4.9 shows the phase fractions
(austenite and martensite) in the steel as functions of the temperature at the same point. As the
cooling rate is very high, the transformation contains neither ferrite nor pearlite or bainite.
Therefore, the material consists only of martensite and retained austenite.

As the sample undergoes quenching, a progressively larger proportion of the austenite
transforms into martensite until it reaches the lower transformation temperature, My, signifying
the completion of the transformation. A full conversion to martensite can be achieved when the

cooling rapidly reaches the My temperature.
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Figure 4.9: The formation and austenite decrease as a function of temperature

In particular, the severity of the quench experienced by the surface martensite, compared to the
martensite formed in the core, significantly influences the distribution of residual stresses.

The effective yield stress in the martensitic transformation is the stress needed to initiate and
sustain the transition from austenite to martensite. It indicates the stress required to overcome the
energy barrier for phase transformation to occur. Its behaviour depends on composition

(compound material) and processing conditions.

e Effective yield stress is influenced by various factors, including alloy composition,
temperature, strain rate, and microstructure.

e Yield stress is affected by the temperature and strain rate and is generally lower than
martensite.

e The martensite yield stress is strongly influenced by the cooling rate, is typically higher

than the austenite yield stress, and involves a diffusionless transformation.

Figure 4.10 illustrates the dependence of the yield stress on the temperature and cooling rate.
Changes in the cooling rate can influence yield stress by affecting the size and distribution of grains

or phases. Rapid cooling can result in the formation of smaller grains in metals.
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Figure 4.10: Dependence of yield stress in austenite and martensite on temperature
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Figure 4.11: Evolution of von Mises stress in material at points A, B, C, and D

Figure 4.11 shows the time evolution of the von Mises stress at points A, B, C, and D during
the cooling process. I noticed that the von Mises stress exhibits oscillation during the first few
seconds. This occurs because the quenching process initiates rapid tensile stresses on the surface
and compression stresses at the core. When the martensitic transformation begins at M point on
the surface, dilatational phase-transformation strains and the transformation plasticity led to rapid
unloading and reverse loading on the surface, which is the reason why von Mises stress shows
oscillation at this point.

I observed a non-smooth transition in the graph around 8 to 9 seconds, specifically at point
A. This is because point A is located near the surface of the workpiece, while points B, C, and D
are within the material. The sharp change at point A is likely due to a sudden drop in thermal
stresses at the surface, which inhibits further martensite transformation. In contrast, within the
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body, the decrease in thermal stress is more gradual, resulting in subtle changes in von Mises
stress. This difference highlights the variations in the shapes of the curves (A, B, C, D) at the My

temperature.
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Figure 4.12: Time evolution of radial stress at points A, B, C, and D
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Figure 4.13: Time evolution of radial deformations at points A, B, C, and D

Understanding the distribution of strains and stresses within hardened layers is crucial to
assessing the risk of cracks and other damage, particularly in critical components used in
machinery, automotive, or aerospace industries. Figure 4.12 illustrates the temporal evolution of
the radial component of mechanical stress within the material during the cooling process at all
testing points A, B, C, and D. Higher stress values are observed in deeper layers of the cylinder.

Figure 4.13 shows the time evolution of the radial displacements during the cooling process

at points A, B, C, and D. The highest values (at point A) reach about 0.2 mm. The dimensions of
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the cylinder shrink. I noticed that the radial displacement ((u,.) on the graph is non-zero at the start
of quenching. This is because quenching immediately follows heating, causing a non-zero
displacement (u,) at the onset of quenching. Essentially, this displacement results from the prior
austenite transformation during heating, with no time gap between heating and quenching.

For an accurate computation of thermal stress and strain, it is crucial to parallel track the
entire sequence of phase transformations alongside the temperature evolution. In isotropic
materials, both temperature variations and transformations induce a uniform volume change in an
expansible body. Therefore, predicting residual stress and strain begins by tracing the thermal
history of the workpiece during quenching. The temperature distribution within the quenched part
is affected by the intensity of the quenching process. Faster cooling rates result in a steeper
temperature gradient, leading to increased thermal strain within the object. The formation of
thermal stresses at various temperatures depends on the degree of strain and, in cases of plastic
deformation, on the flow stress at that temperature. Figure 4.14 shows the temperature dependent
transformation behaviour until it reaches the M, temperature (temperature of starting the

martensitic transformation), but it shifts from the stress-induced to the strain-induced at the M;

temperature.
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Figure 4.14: Radial component of the thermal strain tensor vs temperature (Point A)

Initially, the surface cooled more rapidly than the centre, resulting in tensile stress on the
surface and balanced compressive stress on the centre. As the temperature gradient increased, both
the surface and the centre experienced plastic flow when the stress level reached the flow stress of
the material. When the cooling rate in the centre exceeded that of the surface, the surface tensile

stress unloaded, leading to stress reversal. At the same time, the centre underwent simultaneous
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unloading and subsequent reversal of compressive stress. As the surface cooled to the M;

temperature, martensite transformation began, causing expansion in that region.
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Figure 4.15: Radial component of the TRIP strain tensor vs temperature (point A)

However, in the 140°C temperature range just below Ms, transformation plasticity strain
predominated, limiting further compressive stress development. The martensite transformation
involves a plastic deformation that necessitates the shifting of the entire interface. The obstacle to
this movement is called frictional work, which is enhanced by strengthening the solid solution of
alloying elements.

Below the Mg temperature, the martensitic transformation is classified as stress-assisted
because transformation causes nucleation on preexisting sites such as dislocations, grain
boundaries, and phase boundaries. Figure 4.15 shows the temperature at which the TRIP strain can
be related to the martensitic transformation. Above the Mg, the TRIP strain remains constant while

the applied stress thermodynamically assists to the transformation below the M temperature.
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Chapter 5

Model calibration of the induction hardening process for

gearwheels

5.1 Introduction

The process of hardening gear wheels demands a high degree of precision, relying on the
application of an effective mathematical model to adjust input parameters for heating and
subsequent cooling, ensuring the desired outcomes are achieved (Barglik et al., 2014, 2021b;
Semenov et al., 2014). These input parameters typically encompass factors such as the shape of
the inductor, the amplitude, and current frequency (which may require modification during
heating), the material chemical composition, its prior microstructure, and the chosen cooling
method. The desired output involves achieving a specified distribution of hardness and
microstructure within the surface layers of the tooth, often accompanied by the evaluation of the
overall efficiency of the system.

Due to the inherent uncertainties associated with certain input variables, particularly the
physical properties of materials and factors such as emissivity or convective heat transfer
coefficients, it becomes essential to calibrate the process model accurately. This calibration
process relies on gathering a substantial amount of experimental data to refine the accuracy and
ensure its alignment with real-world conditions. Consequently, calibration serves as a crucial
preparatory step for subsequent optimisation procedures or the development of a digital twin for
the process. Taking into account the significant investment of time and resources required for
extensive experimentation in this domain, effective calibration minimises costs and maximises
efficiency.

From the mathematical viewpoint, induction hardening represents a coupled task
characterised by a strongly nonlinear interaction of magnetic and temperature fields, which is
accompanied by metallurgical and chemical changes in the structure of the processed material
(Asadzadeh et al., 2019; Le et al., 2022; Naar & Bay, 2013). The hardening arrangement is mostly
3D and solution of the full forward model is long (many hours or even days), while the solution of

the backward model (optimisation) is practically unfeasible.
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Gear wheels pose a unique challenge because of their irregular shapes, which requires
careful management of heat distribution to achieve the desired depth within a reasonable time
frame. Induction surface hardening (ISH) offers an innovative solution for gear wheels, allowing
for the creation of a thin, hardened layer across their entire working surface. This results in a
hardened microstructure in the contour zone and a less hard microstructure in the transition zone
(Rudnev et al., 2014). Importantly, the microstructure within the internal portion of the gear wheel
remains practically unaffected (Barglik et al., 2014).

The inductor material used in the current model is copper wire, known for its high electrical
conductivity 5.998 x 107 Sm™1. Using a formula R = pl/A, coil resistance of 0.290 mQ was
obtained, where p is the resistivity of the material, [ and A are length and cross-sectional area of
the coil respectively. The inductance of 7.9173 nH was observed from the simulation. To optimise
performance and safety, a long bus bar was chosen. Using long busbar offers several advantages,
including efficient heat absorption during operation, effective transmission and distribution of
electricity, and a reduction in energy loss (total loss, Q,;, = 185.6 W). Furthermore, the use of a
long busbar results in a lower electromagnetic field, which ensures safety, ease of use, and efficient

current distribution.

inductor

wheel | N

Figure 5.1: Principal dimensions of the inductor

For larger gear wheels, achieving the desired temperature distribution during induction
surface hardening (ISH) can be easily achieved with the tooth-by-tooth induction heating (TTIH)
method (Barglik et al., 2014; Lupi, 2017). However, for smaller gear wheels, this approach is not
feasible, making it difficult to achieve a uniformly thick hardened contour zone across the entire

surface of the tooth using TTIH methods.
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During the induction heating process, the desired temperature distribution can typically be
achieved in one or two cycles. In a single-cycle heating process, single frequency induction
hardening (SFIH) or, more commonly, simultaneous dual frequency induction hardening (SDFIH)
is used, employing both medium-frequency (MF) and high frequency (HF) (Cha et al., 2020;
Pleshivtseva et al., 2019; Szychta & Szychta, 2020). The two-cycle process involves initial MF
induction heating, followed by immediate shifting of the body between inductors, and then finally
with HF induction heating.

In this model, SFIH is used, with a focus on enhancing its efficiency through the
implementation of innovative ideas, defining the objective function discussed in Section 5.4.
Initially, the process is calibrated to meet the objectives defined in the function using the
commercial software COMSOL Multiphysics 6.0. This involves understanding the combination
of parameters required to achieve the desired hardness. This calibration is conducted through low-
computing sweep analysis. The second step involves detailed modelling to provide a visual
representation of the actual process. Finally, the obtained optimised parameters are implemented
in practical applications.

The task was to calibrate and optimize the hardening gear wheels manufactured of AISI
4340. The chemical composition of this material was given in (Table 3.1). This examined steel,
AISI 4340, is classified as a medium alloy steel, with its primary alloying elements being nickel
(Ni), chromium (Cr), molybdenum (Mo) and vanadium (V). Its mechanical properties and high
strength make it a part of special high-strength steels, commonly used in the production of military
equipment. In particular, it finds extensive application in tank barrels and other heavily stressed
components due to its notable resistance to material fatigue (Eckert et al., 2020). The basic

dimensions of the wheel are shown in Figure 5.2.

Number of teeth, N: 30
Radius of shaft, r;: 12 mm
Root radius, 7;: 27.5 mm
Pitch circle radius, 7;,: 30 mm

Outer radius, 75: 32 mm

Thickness of wheel, t: 7.5 mm

Figure 5.2: Basic dimensions of gearwheel
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5.2 Induction surface hardening model

Induction heating differs significantly from classical hardening methods due to its short duration
(Barglik, 2016). It starts at the lower critical temperature Ac; and progresses until the material
reaches the upper critical temperature Acs, resulting in an austenite microstructure. However, this
microstructure is nonuniform. The critical temperatures that govern the transformation from any
previous microstructure to a uniform austenite microstructure depend on the rate of induction
heating.

CCT diagram is a crucial basis for making an optimal heat treatment process for steels with
required microstructure and properties. The diagram provides insight into the hardening behaviour
of steels and the process of austenite transformation at different cooling rates. Hence, a rapid and
precise prediction of the CCT diagram has significant practical value. The configuration and
placement of the diagram are predominantly influenced by factors such as the chemical
composition of the steel, the size of its austenite grains, as well as the temperature and duration of
the austenitizing process. For the analysed problem of medium-frequency induction hardening, the
heating rate reaches values of 100 K/s or less. Therefore, such a simplification can be accepted.
Also, when cooling starts, the temperature distribution in the volume of the tooth is not uniform.

Currently, three main methods are employed to determine the CCT diagram. The first
method uses traditional experimental techniques, such as metallography hardness testing and
dilatometry. The second method relies on empirical formulas or mathematical models to calculate
transition points of time and temperature, which are then used to construct the CCT diagram by
connecting these points (Ollat et al., 2018; Pohjonen et al., 2018). This method has been
incorporated into commercial software like JMatPro, allowing for the calculation of ferrite,
pearlite, and bainite transformations in high-strength low-alloy (HSLA) steel, as well as the
conversion of TTT diagrams to CCT diagrams using Scheil's addition rule (Saunders et al., 2004).
Thus, JMatPro can compute TTT and CCT diagrams for steel by entering parameters such as
composition, austenite temperature, and crystal size. The third method involves the emerging
approach of machine learning to predict nonlinear curves (Trzaska & Jagie, 2009).

The full model described in Equations (5.2) and (5.5) is formally correct. However, certain
coefficients in these equations, such as those related to temperature dependence, and the physical

parameters including dependence of magnetic permeability on temperature and magnetic flux

76



density B, or coefficients ¢ and C in the boundary conditions include some uncertainties.

Therefore, the model has to be calibrated to provide the correct values.
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Figure 5.3: CCT diagram of material AISI 4340
5.3 Simplified model and its processing

The simplified model is used to build on a thorough investigation of the full model and sensitivity
analysis. First, suppose that the temperature Ac; when the structure of the steel becomes a perfect
austenite solution does not depend on the rate of heating and its CCT diagram does not depend on
it either. The description of chemical changes in the material structure is only qualitative (which
means that all these levels are supposed to have the same temperature dependencies on the
corresponding physical parameters). The procedure of cooling of the heated teeth that is realised
by spraying a suitable quenchant is described using a constant or linearly dependent coefficient of
convection that must agree with the real time of cooling. Here, the coefficient of convective heat
transfer is extremely difficult to determine, and this fact belongs to one of the serious reasons why
the model must be calibrated.

The results of the model are then compared with the data captured experimentally in the
transverse cut through the tooth, namely the hardness at selected points of the material (both on
the surface and at selected points of its internal layers). This comparison will then allow for
calibrating the simplified model so that it provides acceptable results not only for the arrangement
under investigation but also for several similar arrangements. For further verification and increased
reliability, the model must be tested for several more sets of points. In the case of optimising the

whole process from the viewpoint of the power balance (or efficiency), the parameters of the field
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current (amplitude, frequency and time evolution) are also of great importance. The model is then
expected to be valid for a number of similar arrangements.

The calibration itself is performed automatically using suitable optimisation techniques.
Based on experience in simulations and experiments, only the key parameters of the model are
selected using the sensitivity analysis. Here, the material characteristics of the gearwheel
(including their temperature dependencies) are sufficiently known and accurate, so the focus is
mainly on the convective coefficients in the course of heating and cooling, respectively. Consider,
optimising the convective coefficient, which is modelled as a linearly decreasing function. Its
starting point and eventual slope are subject to optimisation. Although a constant value may
suffice, the decreasing function better reflects reality, as indicated by several numerical
experiments.

Regarding the optimisation of the field current, two frequencies are commonly employed: a
low frequency for fundamental heating and a high frequency for finishing. However, since the
frequencies of the converter can only vary within a narrow range, it is often adequate to optimise
its amplitude. However, even within this narrower frequency band, a sweep analysis can be

conducted to determine the optimal value.
5.4 Mathematical model of the process

Numerical simulations play a vital role in engineering design and optimisation, allowing
researchers to study and replicate real-world physical systems. With advances in computational
power and simulation software, these models can now capture increasingly intricate details of real
systems, minimising the gap between the physical and simulated world. However, performing
high-fidelity simulations remains a time-consuming task, largely due to the growing complexity
of simulation models. This complexity includes factors such as the incorporation of more solving
equations and finer meshing, etc. The direct application of these time-consuming simulation
models to optimisation problems may lead to unaffordable design costs. Mathematical and
surrogate models are essential prerequisites before optimisation, involving the utilisation of
available input parameter values and their corresponding output performance or quantities of
interest (QOIs) to provide predictions.

The mathematical description of the process comprises two models: the forward model,

which characterises the induction hardening itself, and the backward model, tasked with proposing
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a surrogate model of the process and optimising the input parameters to achieve optimal design
outcomes. The use of surrogate models in engineering design and optimisation involves two key
steps: constructing accurate surrogate models and applying them to diverse optimisation problems.
Construction involves data collection, model selection, and accuracy validation. The application
involves integrating surrogate models into optimisation algorithms to efficiently explore design

spaces and identify optimal solutions.
5.4.1 Forward problem

The forward mathematical model of the process is fully described by two partial differential
equations describing the time evolution of magnetic and temperature fields in the system. The
magnetic field obeys the equation for magnetic vector potential A in the form (Balanis, 2012;

Mosayebidorcheh et al., 2014).
1 A
curl ;curl A) Yo = Js. 5.1

Here, u denotes the magnetic permeability, y is the electric conductivity, t stands for time and J
represents the current density delivered to the inductor from the source. However, the numerical
solution to this equation in a generally 3D arrangement would be extremely demanding. That is
why the equation was slightly simplified assuming that in every cell of the discretization mesh the
magnetic permeability is constant, so that all field quantities are harmonic. Then, equation (5.1)

can be modified (using the phasors) as follows:
curl(curl A) +j - ywpA = uj;, (5.2)

where w is the angular frequency. Although the magnetic permeability in every cell of the mesh is
constant, its values generally differ from cell to cell because they are determined from the actual
value of the magnetic flux density. The boundary condition along a sufficiently distant artificial
boundary is of Dirichlet type.

The harmonic magnetic field in the system inductor-hardened gear wheel produces induced

currents of local densities.

Ji=—J yo_ (5.3)

that are sources of specific Joule losses, whose value is
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/i
wy = % % (5.4)

Further losses that may contribute are the magnetisation losses, but their magnitude is small
compared with the above Joule losses and may be neglected.
The temperature field 7 in the system is described by the heat transfer equation in the form

(De Flaviis et al., 1998).
T
V- (kVT) = pCp— = W), (5.5)

where 4 is the thermal conductivity, p stands for the specific mass and symbol c,, represents the
specific heat capacity at a constant pressure. As for the quantity wy, it is nonzero in the case of

heating; in the case of cooling, it vanishes. The boundary condition along the external surface of

the wheel can be written in the form
—k 22 = a(Ty = To) + oC(T¢ — T, (5.6)

Here, Ts is the temperature of surface of the workpiece, a is the coefficient of convective heat
transfer, T, denotes the temperature of the surrounding medium (air), ¢ = 5.67 X 1078 W/m?K*
is the Stefan-Boltzmann constant, C stands for the emissivity of the heated body and T, is the
temperature of the surface to which the heat is radiated and all are nonlinear functions of the

temperature.
5.4.2 Backward problem

The backward problem consists of the proposal of the surrogate model. It is a simple model of the
hardness that is supposed to be a function of the important input parameters (usually containing
polynomial or power expressions) whose coefficients are determined from several results
calculated from the full model of the process at suitably selected points of the design space. After
completing this simplified model, it is necessary to test it for a sufficient number of further points
in this space. Provided that the results are in the prescribed tolerance zone, the model can be
considered correct. If not, it has to be redesigned, considering the unsatisfactory results.

In the next step, it is necessary to propose one or more objective functions that have to be
extreme in agreement with the requirements. Extremisation is achieved by a relevant optimisation

scheme, using a suitable deterministic algorithm. The optimisation scheme described in Figure 5.4.
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Figure 5.4: Model optimisation scheme

Given that many engineering design challenges involve time-intensive simulations and
analyses, surrogate models are frequently used for rapid calculations, sensitivity analysis, and
exploration of the design space, ultimately helping to achieve optimal designs. One common
approach is to construct surrogate models for objective functions and constraints that are

computationally expensive. The accuracy of the final optimal solution depends on the precision of
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these surrogate models. Since the optimal solution to the original problem is typically unknown
beforehand, designers must ensure that each surrogate model maintains high predictive accuracy
throughout the design space. This ensures that the resulting optimal solution closely approximates

the true optimal solution to the original problem. The details of the process will be provided below.
5.5 Material characteristics as a function of temperature

Thermal characteristics are linked to how materials respond to temperature changes, affecting

various properties such as physical, chemical, mechanical, electrical, magnetic, and optical

behaviours.
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Figure 5.5: Temperature-dependent characteristics of steel AISI 4340. 5.5a: electrical
conductivity y, 5.5b: thermal conductivity k, 5.5¢: specific heat capacity ¢,, and 5.5d:

specific mass p

Although most metal materials exhibit temperature-dependent characteristics, some
withstand extreme heat. Key thermal characteristics in engineering include heat capacity, thermal

conductivity, thermal expansion, electrical conductivity, and weldability.
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The magnetisation characteristic of AISI 4340 steel at room temperature is shown in Figure 5.6.

0.0

0 2 i 6 8 10 12 1
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Figure 5.6: Magnetisation curve of steel AISI 4340 at room temperature

The magnetisation characteristic is also a function of the temperature T. Unfortunately, this

dependence was not available, but its suggested approximation in the form

ur(B,T) = (B, To) - ¥(T), (.7

where T, is the room temperature and W(T) is a suitable temperature function. After some

experiments, the accepted function can be written as
Y(T)=a—bT?*forTy <T< T. (5.8)
The constants a and b are given by the formulae

_ ur(BT,) TE—TE

= BT TE T3 (5:9)

_ HT‘(BvTO)_l

= (5.10)
W)= —— forT > T,. (5.11)

ur(B,To)

Here T, is the Curie temperature.
5.6 Calibration and optimal model of the gear wheels

Model simulation helps predict system performance, allowing exploration of the design space and
the search for an optimal design. Model calibration involves the precise adjustment and simulation
of the induction hardening process applied to gear wheels. Calibration ensures that the parameters

of the hardening process, such as power settings, frequency, and duration, are accurately set to
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achieve the desired hardness and mechanical properties in the gearwheels. Optimal modelling
involves creating computational simulations or mathematical models to predict how the induction
hardening process will affect the material properties, allowing for optimisation and fine-tuning
before actual implementation. The overall process aims to improve the efficiency, durability, and

performance of the gear wheels through advanced engineering techniques.
5.6.1 Model calibration

The task to be solved was to find the input parameters (amplitude and frequency of the current)
that would provide the distribution of temperature in the region of teeth such that the temperature
of the top land exceeds the value Acz (which is higher than Ac; denoted in Figure 5.3 due to high
rate of heating) and should be well hardened, while the temperature inside the tooth at the base

diameter should not exceed about 800 °C, so that the material there remains tenacious.

Figure 5.7: Data point location in gear tooth

The objective functions aim to maximize the temperature difference T, — T;, as described

in equation (5.12), by selecting two specific points were introduced in the form
Zl = min 1/(T2 - Tl)z, (5.12)
z, = min(T; — 800), (5.13)

where temperatures T, and T; are functions of the amplitude I and frequency f of the field current,
time of heating t; and coefficient a of the convective heat transfer. The constraints are the

following:
I €(200,1000)A, f € (10,50)kHz, a € (4,20)W/m?3K,

while the heating process of heating stops when T, > 1000 °C
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The calculations were performed using the commercial software COMSOL Multiphysics 6.0 and
SolidWorks to construct geometry. For the forward problem, the number of DOFs was about
700,000, and evaluation of one variant took about three hours on a top-parameter personal
computer. An effective approach to striking a balance between accuracy and efficiency is through
the adoption of multifidelity surrogate models. These techniques play a crucial role in supporting
engineering design and optimisation. During the computations, attention was paid to the position
of the artificial boundary and discretisation of the area with respect to the convergence of the
numerical results. The required precision was established in the first three digits.

Figures 5.8 show the current distributions in the centre line of the top land for different values

of I and f after the specified time of heating t;, the coefficient & being 10 W/m?K.
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Figure 5.8: The dependencies of the temperature in the top of the centre line of the

tooth are based on the frequency and amplitude of field current for t; = 1s.

From Figure 5.8 (left), it can be seen that for frequency 20 kHz the current I about 680 A is
enough to reach the temperature 1000 °C across the whole top land, while for the current I =
500 A it is necessary to use frequency about 38 kHz to reach the same results as shown in Figure
5.8(right).

Figure 5.9 shows the results of the sensitivity analysis, specifically illustrating how the

heating time t;, varies with different values of I and f. Here, the coefficient a being 10 W/m?2K.
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Figure 5.9: Effect of heating t, duration on the values of I and f for a = 10 W/m?K.

5.6.2 Optimal model of the process

The field of optimisation focuses on quantitative modelling processes and the determination of the
best decisions within the confines of these models. Every optimisation problem consists of three
key elements: an objective function, decision variables, and constraints. Formulating an
optimisation problem involves translating real-world challenges into mathematical equations and
variables that represent these components.

Optimisation was performed by several techniques; the best results were obtained using the
Nelder—Mead and BOBY QA algorithms. To avoid a poor-quality model, it is common practice to

construct multiple surrogate models based on input and output data from simulations, assess their

accuracy, and then select the one with the highest quality.
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Figure 5.10: Dependence of the sum of both objective functions on the number of

iteration steps (Nelder-Mead algorithm) (Barglik et al., 2023).
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Figure 5.11: Dependence of the sum of both objective functions on the number of

iteration steps (BOBY QA algorithm) (Barglik et al., 2023).

Figures 5.10 and 5.11 show the convergence of the sum of both objective functions obtained by
the particular algorithms. The process converged after about 25 iteration steps.

The quality of the model significantly affects both the computational cost and the
convergence characteristics in the optimisation process. An alternative approach to mitigate these
limitations and improve predictive accuracy is to create an ensemble by combining individual
models. Both figures show that the results (sum of the minima of the objective functions) are
practically the same. But, since this sum is a slightly wavy function with a considerable number

of extremes, the input parameters for both optimisation processes are somewhat different.

Particularly:

Nelder—Mead: 1=230 A, f=10.5 kHz, o= 10.9 W/m’K
BOBYQA: 1=280 A, f=10kHz, a =10 W/m’K
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Chapter 6

Analysis of thermoelastic-plastic properties including TRIP

strain

6.1 Introduction

Thermoelastic-plastic properties refer to the behaviour of materials under the combined influence
of thermal effects (temperature changes) and mechanical loads, specifically focussing on the
transition from purely elastic behaviour to plastic deformation. The idealised elastoplastic
behaviour of a material during uniaxial loading is characterised by linearity in stress up to the
initiation of yield stress, o), with a stress-strain slope equal to the elastic modulus E. As the stress
increases beyond the yield point, the material behaviour transitions, and the slope changes to the
elastoplastic tangent modulus, E€P (Porter et al., 2009).

The impact of thermal input on a stress field within a solid can be viewed as influencing
three main aspects: (1) thermal stress induced by dilatation, (2) change in material properties, and

(3) change in the yield surface when the solid undergoes loading beyond its elastic limit.

v

P g  Strain

Figure 6.1: Ideal elastoplastic behaviour of material during a uniaxial loading

During the unloading process, the material follows an elastic path with a slope of E.
However, it has not returned to its initial state. Residual strain, €?, is induced that has same slope
E as loading. Total strain can be decomposed additively into two parts: elastic and plastic strains,

Equation (6.6).
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Transformation-induced plasticity (TRIP) occurs during phase transformations, typically
from austenite to martensite, under certain conditions of mechanical loading and temperature.
When these materials undergo deformation, such as during forming processes or in-service
loading, the transformation from one crystal structure to another can lead to additional plastic
deformation. This additional deformation, known as TRIP strain, enhances the overall ductility
and formability of the material while maintaining high strength, making it valuable for applications
requiring both strength and toughness. TRIP steels are often used in automotive components,
where lightweight materials with high crashworthiness are desired.

Extracting TRIP strain involves capturing additional plastic deformation resulting from
thermal and mechanical stresses during cooling. This extraction of total strain through
experimental analysis of quenching poses significant challenges. Moreover, this phenomenon can
occur even when the locally effective stress is below the yield strength of the softer phase at the
current temperature (M. Wang & Huang, 2020; Wang et al., 2016). Modelling these processes
requires addressing inherent complexities such as phase transformations, significant variations in
material properties, and diverse boundary conditions (Barglik, 2018). An accurate assessment of
the TRIP strain is crucial for predicting the final residual stresses. Computer simulation emerges
as an unparalleled tool for effectively predicting and illustrating the fundamental mechanisms of
stress development and the distribution of residual stresses during the induction hardening process
(Montalvo-Urquizo et al., 2013; Simsir & Giir, 2008b).

The Finite Element Method (FEM) plays a crucial role in addressing the challenges
associated with extracting TRIP strain and enabling the prediction of multiple concurrent physical
phenomena. These include forecasting the temperature history, phase evolution, and internal
stresses during quenching processes. Additionally, the interaction between applied load and the
stresses required to accommodate the inherent strain of a transformation leads to an irreversible
strain during uniaxial loading (Fischer et al., 2000a). Such a plasticity arising from phase
transformation occurs as the softer phase undergoes plastic deformation to equalise internal
stresses between the parent and product phases. Detailed discussions on the attributes of
transformation plasticity and thermomechanical simulation can be found in (Inoue, 2011).

Due to a limited coupling of the model (non-strong coupling), thermal and metallurgical
simulations, along with their results, are independent of the mechanical constitutive laws. The

constitutive laws are the same for both thermal and metallurgical models. Details of the elastic-
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viscoplastic constitutive laws under thermomechanical solidification were discussed in (Fischer et
al., 2000a; Inoue, 2011).

Greenwood and Johnson made the first groundbreaking efforts to elucidate the TRIP strain
in 1965 (Taleb & Sidoroff, 2003). A researcher (Zhong et al., 2020) highlighted the role of
transformation plasticity in the management of internal stress during martensitic transformation,
using the transformation plasticity coefficient (K). However, their study did not explore changes
in mechanical properties when TRIP strain is not considered. The TRIP strain significantly
influences the distortions and residual stresses of the components (Afzal & Buhl, 2022; Behrens
et al., 2022; Wang et al., 2016). A recent study by (Kaiser et al., 2020) reported the impact of the
TRIP effect induced by carbide precipitation during the tempering of AISI 4140 steels. They
compared residual tensile stresses on the surface with and without TRIP, finding that in the absence
of TRIP, the plastic compression in the surface zone is significantly reduced. The conclusion is
that TRIP must be considered for the simulation of surface hardening.

Researchers have developed various methods to predict the accurate temperature
distribution, phase transformation, and mechanical properties of quenched steel. For example, in
the study (Kianezhad et al., 2015), the authors used quenching factor analysis (QFA) and artificial
neural network (ANN) approaches to predict the hardness of the quenched steel. Other researchers
(Carlone et al., 2010, 2010; Chen et al., 2019b) used FE model-based analysis and (Ariza et al.,
2014; Zhong et al., 2020; Zhu et al., 2013) used numerical simulation-based analysis to obtain
accurate prediction of mechanical properties in quenched steel. However, in most of these studies,
the complexity of the quenching process is indicated to determine the temperature distribution,
phase transformation, and mechanical properties. They concluded that more work is necessary to
fully understand and address these complexities.

In this work, FEA was utilised to examine the proposed models, accounting for the influence
of coupled thermal, metallurgical, and mechanical phenomena during quenching operations. These
models were integrated into COMSOL Multiphysics, where numerical simulations were
conducted. The results suggest that by assigning suitable behaviours to each stage, particularly by
leveraging the elastic-viscoplastic properties during high-temperature phase changes and
considering TRIP strain, more accurate predictions of residual strain and stresses in heat treatment

processes can be achieved.
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6.2 Deformation in steel materials

Quenching is a process designed to achieve specific material properties in the desired balance
between hardness, strength, and other mechanical characteristics. The cooling rate during
quenching determines the properties of the material, including density and linear expansion.
Higher cooling rates during quenching result in higher material density, whereas slower cooling
rates may allow for more relaxed atomic arrangements, potentially resulting in lower density; see
Figure 6.2 (right).

The TRIP strain generated during the austenitisation phase has a negligible effect on the final
residual stress state. However, the TRIP strain produced during the martensite transformation
significantly influences the mechanical properties of the steel. Two key factors are responsible for
the irreversible deformation of an iron-based alloy during and after a martensitic phase
transformation (Majaty et al., 2018; Nagayama et al., 2001b).

1. The accommodation process, driven by the change in the transformation volume change and
the shear stress v that leads to additional elastic and plastic straining, results in a compatible
deformation and strain state. This phenomenon is commonly called the "Greenwood—Johnson"
effect.

2. The orientation process is triggered by forming preferred variants that may align themselves

in partially self-accommodating groups. This effect is often termed the "Magee" effect.
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Figure 6.2: Relation of the cooling rate to the density (left) and linear expansion

during quenching (right)

Additionally, a higher cooling rate leads to a reduced linear expansion. Rapid cooling suppresses

thermal expansion, resulting in a more compact structure and less expansion. On the other hand,
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slower cooling rates may allow for more pronounced linear expansion due to thermal effects; see

Figure 6.2 (left).
6.3 Phase transformation in quenching

The quenching process is characterised by a significant temperature variation, leading to phase
transformations. The phase decomposition of austenite into ferrite, pearlite, or bainite during
cooling and its reverse transformation during heating is influenced by diffusion, depending on
temperature and time. When the steel is quenched rapidly enough from the austenitic field, there
is not sufficient time for eutectoidal diffusion-controlled decomposition processes to occur. As a
result, the steel undergoes a transformation into martensite or, in some cases, martensite with a
small amount of retained austenite. The transformation of austenite to martensite during cooling
and its reversal during heating is characterised by a diffusionless growth process, primarily
independent of temperature. Various approaches have been proposed in the literature to model this
diffusionless transformation, employing specific techniques to account for the irreversibility of the
martensite transformation.

The volume fraction of martensite increases through the gradual transformation of the
remaining austenite between the already formed plates. The initial plates start forming at the M
temperature, which is associated with a specific driving force for the diffusionless transformation
of austenite (y) into martensite (a'). In low-carbon steels, M is approximately 500°C, but higher
carbon content progressively lower the M temperature (Porter et al., 2009). The martensite finish
(My) temperature is the temperature below which further cooling does not increase the amount of
martensite. In practice, My might not guarantee 100% martensite, as some retained austenite may
persist even below My. The retention of austenite in such cases could be attributed to the high
elastic stresses between the last martensite plates formed, which hinders further growth or
thickening of existing plates. Here, the initial step involves estimating specific levels within the
heated steel. During the onset of cooling, it can be possible to assume a perfect austenite solution,
i.e., £4(t;) = 1, in the outer layers of the sample. However, determining the initial proportions of
austenite, pearlite, ferrite, and bainite in the deeper layers, which are subjected to lower
temperatures, can be a challenge. That is why Equation (6.1) is problematic, as the value of &, (t;)
varies from one layer to another. The same holds for Equation (6.2), because in the deeper layers,

the fractions of particular levels may be determined only experimentally. It is a question whether
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relevant information could be found in the literature or not. That is why the description of both
mentioned equations should be discussed in more detail.

Following the previous text (Areitioaurtena et al., 2022)

$o(tr) + Sa(t) =1, (6.1)

before cooling and after cooling
§alty) + &pyp(tr) + Ep(ty) + Eu(ty) = 1. (6.2)

The aspect of deformations is another field that directly affects the mechanical stresses in a
material. It is modelled independently of the magnetic field, but the temperature field must be
considered. If the phase fraction is denoted as &, resulting from the decomposition of isothermal

austenite, the JIMAK-type equation can be used to determine it (Moumni et al., 2011).
& =1—exp(—kth"). (6.3)

Here, t represents the total transformation time at a specific temperature, k is the rate constant that
depends on both the temperature and the transformation mechanism, and n stands as a constant
applicable throughout the temperature range in cases where a singular transformation mechanism
is in effect.

In the absence of diffusion during the transformation of austenite to martensite (Martensite
transformation), the Koistinen-Marburger model (Koistinen & Marburger, 1959; Moumni et al.,
2011) can be used to calculate the volume fraction of martensite (&y). The martensitic
transformation is exclusively temperature dependent and occurs without diffusion (Chen et al.,

2019b; H. Li et al., 2008).
$m =1 —exp[~a(Ms —T)] (6.4)

Where @ = 1.10 X 1072 K~ is a constant parameter determined through experiment and M, is
the martensite start temperature, T is the temperature in Kelvin to which the material was
quenched.

Although the equation of Koistinen and Marburger (the K-M model) (Koistinen &
Marburger, 1959), dates to 1959, it continues to be widely utilised to predict the kinetics of
martensite. This equation generates a C-curve shape when plotting the martensite volume fraction
against the cooling temperature below M;. However, for most low-alloy steels, the kinetic

martensitic transformation curve typically displays a sigmoid shape (Lee & Lee, 2008). To address
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these limitations of the K-M model, Lee et al. (Lee & Van Tyne, 2012) introduced a new kinetic

model for martensite transformation in low-alloy steels, based on dilatometric analysis.

The thermophysical properties p,, (T, &) of the phase mixture are estimated using the linear

rule of mixtures (Samuel & Prabhu, 2022b) in the form

Pm(T, &) = i1 P &k (6.5)

where pj, and &, are the measured temperature-dependent density and volume fraction of the k"
phase, respectively.
The temperature at which M occurs is linked to the arrangement of the nuclei, which might

be influenced by the orientation or configuration of the dislocations.

g 0.7
bt " core
0.035 < 06 surface [
' g
o 003} Sos ;
©
£
§ 0.025 | core S04 I
= A surface @
g 0.02/ | S
= 1 | ':; 0.3
— I I
% 0.015 ! | -r:tg
1 0.2
2 001} | o
= : : 2
0.005 : 1 5O
] I ]
0! ' = 0
ot;, 10 =20 t%, 30 40 50 ot, 10 20 1, 30 40 50
Time (s) Time (s)

Figure 6.3: Martensite phase transformation rate (1/s) (right) and equivalent plastic

strain (right) vs. cooling time (s).

Figure 6.3 (left) shows that the surface and core experience My temperature at different
times due to variations in cooling rates. The plastic strain observed on the surface developed
rapidly, reaching its maximum value at time t;, followed by a constant value. In contrast, in the

core, it grows slowly and reaches its maximum at time ¢,.

Figure 6.3 (right) shows that the phase transformation rate is typically expressed as the number of
transformations per unit of time, representing the frequency at which phase transformations occur
within the material. These transformations involve changes in the arrangement or structure of

atoms and are influenced by factors such as temperature or composition. A high transformation
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rate is observed on the surface during the initial cooling stages. At the core, no phase

transformation rate was observed till t,.
6.4 Thermal stresses and strain

Thermomechanical analysis serves as a technique in thermal analysis that is used primarily to
measure thermal expansion and changes in mechanical properties, such as thermal stress,
deformation, and strain. The constitutive equations used to simulate quenching are derived from

the additive decomposition of the total strain as elastic and plastic.
e= ¢4 &P (6.6)
The relationship between stress and strain can be described as follows:
o=FEeg® =E(e— &P) (6.7)
The uniaxial relation of stress and strain can be generalised using Hooke’s law as follows:
0ij = Eyjigin = Ejia(ea — €41), (6.8)
where Ejjy; is the fourth order elasticity tensor.

Further decomposing into rate form associated with various physical events, more realistic

in temperature variation and phase transformations (Samuel & Prabhu, 2022b).

Y - Y -th -tr
&j =&t g+ &; + g, (6.9)

where £;;, éiej, e'lp]., efjh and slt]r are the total, elastic, plastic, thermal, and transformation-induced

plasticity strain rates, respectively.

Using Hook’s law and elastic strain rate, the stress rate tensor accounting the TRIP effect can be
written as

o e _ . .p .th .t

Gij = Ejuély = Egju(j— & — & — &), (6.10)
where d;; is the objective stress rate tensor, whose elements can be calculated using the following

equations (H. Li et al., 2008).

e _ 1+v . v .
Sij— To-ij_ Eo-ij6ij’ (611)
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o

g =da- 207 (6.12)

M =a- 5y (6.13)

el = a5k, (6.14)
=2 K (1-&0) - Sy Sk (6.15)

where v is Poison’s ratio, E is the elastic modulus, dA is the plastic multiplier, a is the thermal

expansion coefficient, @ = /5 0/;0;; is the equivalent stress, A is the structural dilatation due to

the phase transformation, K is the TRIP constant, and S;; is the stress deviator.

The deviator of the trace-free part of the stress tensor is defined as follows (Homberg, 2004b;
Taleb & Sidoroff, 2003).

o= 0 gtr(a) ., (6.16)

where d;; is the deviator stress tensor, o is the applied stress tensor, tr(o) is the sum of its diagonal

elements and I is the identity tensor.

The general governing equations of coupled thermoelasticity can also be expressed in terms
of the stress tensor and temperature. In classical linear thermoelasticity theory, the components of
the strain tensor are linearly a function of both the components of the stress tensor and those of the

strain tensor resulting from temperature changes (Hetnarski & Eslami, 2019).
&ij = &+ &) (6.17)
where Siej denotes the elastic strain and siTj stands for the thermal strain.
Thermal strain due to temperature change given by
eiTj = a(T — Ty)6yj, (6.18)
where « is the coefficient of linear thermal expansion, T and T is the reference and measured

temperature respectively.

The elastic strain tensor is linearly proportional to the stress tensor as

1 v
El-ej = E( ij = makk6ij)' (619)
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The total strain tensor is

1

&ij = E( i %O-kk(gij) + a(T —To)6yj, (6.20)

using the strain-displacement relation
1
gij = E(ui,j + uj,l-). (621)

Solving equation (6.20) for the stress tensor o;; gives

1+v

o = 26 [gi,- + L(gkk - Za(r- To)) 61-]-]. (6.22)

1-2v
6.5 Finite element model

The FE simulation of the quenching process was used to visualise and investigate the distribution
of the temperature, phase fraction, and mechanical characteristics of the quenched steel. The
physical model setup and the FE mesh are depicted in Figure 6.3a. The initial temperature of the
workpiece and the quenching medium were set at 900 °C and 20 °C, respectively. The model
configuration for the interface of study involved solving the physics of heat transfer in solids, solid
mechanics, and austenite decomposition. It was accomplished through multiphysics coupling of
phase transformation latent heat and phase transformation strain sequentially under a time-
dependent solver.

The computations were performed using the commercial software COMSOL Multiphysics
6.0. The phase transformation model is based on the Koistinen-Marburger framework, with a
coefficient value § = 0.011 K!, and from the source to the destination phase with a coefficient
of KIRI? = 5¢5 MPa'. Initially, during quenching, the presence of austenite as the source phase
& =1, and martensite as the destination phase ¢¢ = 0, along with zero plastic recovery for the

destination phase @54 = 0.

6.6 Material and methods

6.6.1 Material

A 100 mm long AISI 4140 steel cylinder with a workpiece of 20 mm radius quenched in water,
with heat transfer occurring uniformly across its boundary via a temperature-dependent heat

transfer coefficient. The density of this steel at room temperature is 7850 kg/m?3, and its melting
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point is 1416 °C. The heat flux type is convective, employing externally forced convection, and
the fluid flows around the cylinder in crossflow. The finite element (FE) code COMSOL
Multiphysics was chosen for numerical simulations because of its capacity to handle systems of
analytical equations and logical conditions. The chemical composition of the AISIS 4140 steel is

given in Table 4.1.
6.6.2 Methods

A 2D axisymmetric model is used to demonstrate the coupled phenomena of austenite
decomposition, heat transfer, and solid mechanics. Initially, the workpiece is heated to 900°C,
followed by quenching (spray water). During the subsequent cooling phase, austenite undergoes
decomposition, transforming into a combination of ferrite, pearlite, bainite, and martensite.
Additionally, phase transformation strains arising from thermal expansion and TRIP are computed.
This involves coupling a temperature-dependent phase transformation with an elastoplastic
transformation to compute stresses resulting from thermal and TRIP strains. Here, the latent heat
of the phase transformation and the phase transformation strain are coupled. The solution uses a
generic solution for ordinary differential equations (ODE). Physics interphases can solve these

aspects collectively in a time-dependent multiphysics interface.

= Heat transfer module ------- > heat transfer in solids (ht)
= Structural mechanics module ------- > solid mechanics (solid)
* Heat transfer module ------ > metal processing ------ > austenite decomposition (Audc)

The FEM solution of induction hardening is complicated for studying complex industrial
cases and needs to compute fully coupled Multiphysics. This model reduces such complexity by
categorizing the physics interface in different studies and computing them in a selected step. In the
same model builder, it is possible to solve different types of study by adding different Multiphysics
modules and categorising them into study groups (study 1 and study 2). To do this, first, the
physics-controlled to user-defined control, then allowed it to compute in a selected sequence for
variables that have not been solved. As part of this model, magnetic fields, heat transfer, and solid
mechanics are solved in study 1, and austenite decomposition in study 2. The results of study 1 are
referred to as preliminary findings for study 2, which specifically analyses the mechanical

properties resulting from the martensite transformation.
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Figure 6.4: Phase distribution during martensite phase transformation, 6.4a: Austenite
phase fraction rate, 6.4b: Martensite phase fraction rate, 6.4c: Final austenite phase

fraction, 6.4d: Final martensite phase fraction.
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The percentage of austenite decreases with the cooling temperature, while the percentage
of martensite rises as the cooling progresses. As the rate of cooling is highly rapid until it attains
M temperature, the transformation contains neither ferrite, nor pearlite or bainite, only consists
of martensitic transformation with small percentage of retained austenite. Figures 6.4 a and b
show sensitivity analysis of phase fraction as cooling progresses. Rapid quenching is essential to
prevent formation of other phases than martensite with small amounts of retained austenite.

In this work convective cooling was performed by providing a uniform and intense water
jet to the surface. The average cooling rate from maximum temperature to M start temperature is
about 253 °C/s, which is much greater than the critical cooling rate (CCR) of complete
martensite transformation of AISI 4140 (see section 4.3.4). Final percentage of martensite on the
surface of the workpiece is approximately 98% while retained austenite is less than 2% (Figure
6.4c and 6.4d).

The simulation was conducted twice: one involving the transformation with TRIP
consideration and the other without considering TRIP. It utilised 2436 elements and 1728 nodes,
employing a free triangular mesh covering an area of 0.002 m?. Due to symmetry only half of the
geometry is shown. It took 3 hours and 10 minutes to complete the calculation with TRIP
consideration, whereas 1 hour and 51 minutes for the computation without TRIP on a desktop
computer with 3.8 GHz and 1.8 TB of local disk capacity. The computation time for the simulation
with TRIP was slightly longer. The preferred mesh was fine, with quality measures focussing on
skewness.

Colour contour analysis is also essential to demonstrate the care with which an analyst
explores input assumptions and derives inferences (Figure 6.3b). At the end of 50 seconds, less

than 2% retained austenite, and approximately 98% martensite was present in the composition.
6.7 Boundary condition

A boundary condition of the quenching process requires a separate definition of thermal and
mechanical boundary conditions. Thermal boundaries differ from mechanical boundaries in that
they involve an unknown scalar temperature and only two types of boundary: those associated
with thermal flow during quenching and symmetry planes where thermal flow is assumed to be

ZC10.
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Heat flux for the surfaces in contact with the quench medium is evaluated as follows (Lee &

Van Tyne, 2012).
q(Ts, Ty) = h(T)(Ts — Ty), (6.23)

where ¢ is the heat flux from the surface, T and T are the surface temperature of the workpiece
and the temperature of the quench medium, and h(Ty) is the temperature-dependent heat transfer
coefficient on the surface. The surface that is not in contact with the quench medium or the

symmetry surface is defined as
arT
—/15 =0, (6.24)

Where 0T /dn is the directional derivative of the temperature concerning the outward normal. At

timet = 0, T(x,y,zt) = T,, where T, is the austenitizing temperature.
6.8 Kinetics of athermal martensite transformation

The kinetics of athermal martensite transformation describes how martensite forms within a
sample. The overall rate of transformation is controlled by nucleation and growth. Thus, the
nucleation event holds significant importance in martensitic transformations, because of its impact
on the final shape of the fully developed plate. If a number of nuclei is large, it results in a finer
final grain size of martensite, potentially enhancing the strength of steel. This indicates that the
initiation of martensite nucleation affects the strength and toughness of martensitic steels for a
given grain size. Because growth can occur rapidly, each nucleation event immediately results in
the formation of a volume of the new phase.

Therefore, the proportion of the volume of martensite fluctuates only based on the level of
undercooling, indicating the thermal nature of the transformation. Figure 6.4 (left) illustrates the
temperature histories on the surface and at the core during quenching, obtained from the FE
simulation. The transformation at the surface begins earlier than at the core. The surface
temperature rapidly decreases to the martensite starting (Mg = 350 °C) temperature at t; =
2.15 s, while the temperature at the core gradually decreases, reaching the My point at about t, =
25.2s. The surface transformation is almost complete by the time the core begins its

transformation.
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Figure 6.5: Temperature profiles on the surface and the core (left) and difference in

temperatures between the surface and core (right).

When the temperature difference between the surface and the core reaches its maximum
value (ATyax), as illustrated in Figure 6.5 (right), the cooling rate in the core exceeds that of the
surface. Beyond this point, approximately at # = 6 s, the core changes rapidly changes until it
reaches the M point at t, = 25.2 s. As the cooling time continues to 50 s, the core completes its
transformation to martensite and the surface transformation is nearly completed. After 50 s of
cooling, the difference in temperature between the surface and the core reaches less than 50 °C,
Figure 6.5 (right).

At the initial stage of quenching, austenite cools down without phase transformations due to
significant thermal gradients. Consequently, the surface contracts faster than the core, resulting in
tensile stresses on the surface and compression stress at the core Figure 6.5 (left) to maintain a
balanced stress state on the surface. The second stage begins when the martensitic transformation
starts on the surface. The third stage begins when phase transformations start at the core leading

to a complete transformation and cooling of the surface.
6.9 Induction hardening process

As the material undergoes plastic deformation, its mechanical properties vary, leading to changes
in both the geometry and location of its yield surface. This resulting yield surface in a material
experiencing plastic deformation is commonly referred to as the loading surface, which behaves
similarly to the yield surface. The evolution of the initial yield surface during plastic deformation

is governed by the hardening rule. Several hardening rules have been developed to describe the
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behaviour of elastoplastic materials, including isotropic, kinematic, and mixed mode hardening
rules.
The loading surface can be defined as a function of stress, plastic strain, and hardening

parameters k as

f =1 (o k) (6.25)

Here, the hardening parameter k is a function of the plastic strain sipj. To establish the

loading/unloading condition, first define the normal unit vector to the loading surface as

of/daij

( af aof >1/2 .
aaklaakl

Loading, and consequently plastic deformation occurs if

f =0andN;; - g;; >0, (6.27)
where d;; represents stress rate, and the angle between the N;; and g is acute.
Unloading condition can be described as

f=0andN;;-g;; <O0. (6.28)
Sometimes there is a neutral loading condition in which neither loading nor unloading occurs.

f =0and N;j6;; =0 (6.29)

In this case, no plastic deformation occurs.

6.9.1 Isotropic hardening

Isotropic hardening is the most straightforward hardening model that involves the expansion of
the yield surface without any distortion or translation. The loading surface of a material can be

characterised as

f(oij k) = f(0i;) — k(ep), (6.30)
where ¢, is the effective plastic strain which regulates the hardening, and it can be defined using

two distinct methodologies. &, can be determined first as the accumulative plastic strain and

second using the plastic work per unit volume as follows in the absence of rate dependence.
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&, = C |ehel (6.31)

where C = /2/3 according to the uniaxial stress state.
W, = 0,¢,, (6.32)

where o, is the effective stress defined based on the loading surface and Wp can be also defined
as,
w,

In the case of the von Mises loading surface, o, = /3J, and Equations (6.32) and (6.33) lead to

a similar &,. Here, J, is second invariant of the deviatoric stress tensor.

6.9.2 Kinematic hardening

In some materials, an increase in yield stress occurs in the direction of applied stress and plastic
deformation, resulting in a decrease in yield stress in the opposite direction. This phenomenon is
commonly termed the Bauschinger effect, representing directional anisotropy. Isotropic hardening
predicts an increase in yield stress in both directions, and thus fails to capture this effect
(Hakansson et al., 2005). To model such types of hardening, kinematic hardening can be
introduced. Kinematic hardening involves a rigid body translation of the loading surface while
keeping the remaining geometric properties of the loading surface unchanged.

The loading surface with kinematic hardening can be defined as follows:
f(oy.eh) = f (o1 — @) = k, (6.34)
where & is a material constant and «;; defines the center of the loading surface. The relationship
between the center of the loading surface @;; and plastic strain tensor &;; can be defined as in
equation (6.35). The simplest kinematic hardening rule is assuming the linear relation between

p

a;j and &;;, which is commonly termed as Prager hardening rule (Hunsaker et al., 1976).

dy; = céf) (6.35)
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Here, ¢ is a material constant. However, this model exhibits inconsistencies in stress subspaces
(i.e., when some stress components are zero, while others are not), leading to distortion in the

loading surface. (Ziegler, 1959) proposed a modification to Prager’s kinematic hardening rule:
& = pojj — agj, (6.36)
where fi parameter depends on the plastic deformation.
p= ag, (6.37)
where a is material constant.

6.9.3 Mixed hardening

The evolution of the loading surface might follow a combination of isotropic and kinematic
hardening rules to capture both loading surface expansion and translation of the loading surface

respectively.
floy. €)= f(oi; — aij) — k(ep) (6.38)

Here, the expansion of the loading surface is regulated by the term k(¢,), while the translation is

determined by the term a;;.

6.10 Stress tensor

During the initial cooling stage, the surface experiences tension while the centre is compressed
due to thermal gradients, leading to plastic strains in the austenite. As martensitic transformation
initiates at the surface (at the Mg temperature), unloading follows due to volume expansion,
accompanied by transformation plasticity strains. In the final stage, the surface is unloaded. While
the transformation progresses on the surface, the center initially undergoes compression unloading.
Subsequent tension loading generates plastic strains, followed by a final unloading stage due to
martensitic transformation in the centre.

Figure 6.6 illustrates the loading path and the impact of TRIP both at the surface and in the

core during martensitic transformation.
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In the computations involving TRIP, since the martensitic transformation begins on the
surface (beginning at 350°C), the material undergoes unloading: the equivalent total strain
increases, and the stress transitions more rapidly from tension to compression. The unloading
between 140 °C and room temperature is attribute to the martensitic transformation occurring
within the interior of the piece.

Deviatoric stress deviates from hydrostatic pressure, quantifying the difference between the
applied stress and the average stress as shown in Equations (6.16). In Figure 6.7, the deviatoric at

the surface and the core is depicted during the quenching process.
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The material undergoes rapid cooling during quenching, resulting in thermal stresses and
phase transformations. The von Mises stress considers these components, offering a single scalar
value that represents the equivalent uniaxial stress. Figure 6.8 illustrates the von Mises stress on
the surface and core. The von Mises stress is used to predict the yield of material under complex

loading based on the results of the uniaxial tensile test.
6.11 Strain tensor

In Figure 6.9, the development of the strain tensor on the surface and the core is illustrated. Before
the M, temperature on the surface, a significant strain development rate is observed due to intense

contraction during quenching.

t, t, _ Time (s) |
10 20 30 40 50

Themal strain tensor,
nomal component

Figure 6.9: Thermal strain tensor vs duration of quenching time

Beyond this point t;, gradual development is observed. Initially, the core does not strain for about

5 seconds due to the high-temperature difference. Subsequently, the rapid growth of thermal strain
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occurs until it reaches t,, the point at which the core temperature crosses the M point. After that,

a gradual increase in magnitude is observed throughout cooling.
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Figure 6.10: TRIP strain tensor

The TRIP effect enhances the work-hardening rate, delays the onset of necking, and
promotes excellent formability. The magnitude of TRIP strain increases in the applied stress
direction and reaches its maximum value when the applied stress is equal to the yield strength of
austenite, as shown in Figure 6.10. As the transformation continues, the TRIP strain diminishes in
the direction of applied stress due to stress relaxation caused by plastic deformation (Lee & Van
Tyne, 2012).

On the surface of the tested quenched steel, the TRIP strain observed reaches its maximum
at t; and then changes direction due to stress relaxation. In the core, a minor TRIP strain is
observed after point t, (Figure 6.10). The TRIP strain tensor is a crucial parameter for
characterising the mechanical behaviour of materials that undergo plastic transformation. It aids
in understanding how materials deform plastically during phase transformations and is essential
for designing advanced materials with enhanced mechanical properties.

Figure 6.11 shows the combined effect of temperature change and phase transformations during
quenching. This combined effect is essential to predict and manage the mechanical behaviour of

materials throughout quenching processes. It encompasses the sum of thermal and TRIP strains.
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Figure 6.11: Combined effect of TRIP and thermal strain tensors
6.12 Influence of TRIP on strain hardening

Transformation plasticity refers to the excessive plastic that occurs because of the deformation that
occurs in the soft austenite phase during cooling, driven by the interplay between thermal and
transformation stresses. Only those variants orientated toward the applied stress (thermal stress)
nucleate during the transformation process. This nucleation induces anisotropic deformation of
austenite, resulting in a TRIP strain.

The total strain energy of an isotropic linear elastic material is often divided into two parts:
the dilatation energy, associated with a volume change, and the distortion energy, associated with

a change in shape.
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Figure 6.12: Equivalent deviatoric strain on the surface and core, with and without

TRIP

Deviatoric strain refers to the part of the strain tensor that represents the change in the shape

of a material without considering its volume change. Figure 6.12 shows the effect of TRIP on the
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formation of deviatoric strains on the surface and core, respectively. The presence of TRIP effects
in the analysis of deviatoric deformation involves considering the additional deformation
associated with phase transformations during plastic deformation. Without TRIP, the material
undergoes deviatoric deformation due to external forces or loads without considering additional

phase transformations.
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Figure 6.13: Equivalent plastic strain on the surface and core, with and without TRIP

Figure 6.13 illustrates the effect on developing equivalent plastic strain at the surface and
core simultaneously. Equivalent plastic strain measures the cumulative plastic deformation during
quenching. In the absence of TRIP, the equivalent plastic strain reflects the plastic deformation
experienced by the material during quenching without any contribution from phase
transformations. With TRIP effects, the material undergoes both conventional plastic deformation
and phase transformations, and the equivalent plastic deformation reflects the cumulative impact
of these processes.

In linear strain-hardening, the stress and strain field equations are incorporated with terms
incorporating the strain-hardening parameter. However, the current study includes nonlinear strain
hardening, characterized by a piece-wise linear behaviour.

Figure 6.14 demonstrates the effect of TRIP on the strain hardening function on the surface
and the core, respectively. This function typically represents the conventional hardening behaviour
associated with accumulating dislocations and other microstructural changes induced by plastic
deformation. With TRIP effects, the hardening function must account for the traditional plastic

deformation and the additional contribution from phase transformations during quenching.
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Figure 6.14: Strain-hardening function on the surface and core, with and without
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The material can change its microstructure due to phase transformations, which influences
its hardness and the effects of conventional plastic deformation. Consequently, the hardening
function with TRIP during quenching considers both the traditional plastic deformation and the

influence of phase transformations on the hardness of the material, making it more comprehensive

than the hardening function without TRIP.
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Chapter 7

Conclusions and Perspective

7.1 Conclusions

The analysis of thermal stress resulting from induction heating and cooling includes various
aspects, including heat transfer, metallurgical changes, and mechanical effects. To achieve the
desired mechanical properties, a comprehensive analysis of the entire process is essential. For such
multiphysics experiments, numerical modelling makes invaluable contributions by providing
visualisation and a deep understanding of the process. Although model analysis does not fully
represent experimental work, it is crucial for optimisation approaches and reduces the time needed
for trial calibration. The key findings and contributions of this dissertation to the field are

summarised as follows.
7.1.1 Numerical modelling for the automation of induction power control

Low-frequency induction heating is suitable for heating large areas of a workpiece without
significantly affecting the surface, but it requires long heating durations, leading to inefficient
energy usage. In contrast, high-frequency induction heating offers good energy efficiency due to
a high-power supply but is limited to heating only the surface. Consequently, achieving a uniform
desired temperature at the required location becomes challenging. Therefore, controlling input
power through a feedback control loop linked to the power generator is crucial to obtain the desired
temperature and subsequent mechanical properties. Three distinct algorithms were developed to
assess the temperature distribution from the surface to the core: explicit and implicit event control
algorithms, along with discrete frequency control synchronised with the coil current. This
approach addresses the common problem of electromagnetic heating "skin effect" and improves
the efficiency of heat energy.

In an implicitly controlled event, it is typically necessary to specify a fixed maximum
absolute value for the temperature variation. This ensures that at the end of the heating process,
the temperature at any point within the workpiece does not exceed the prescribed value relative to

the desired temperature. Implementing implicitly defined control parameters, with a soak stage at
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the end of heating, is crucial before subsequent hot working operations. This establishes a desired
temperature profile within the workpiece that meets specific requirements.

Controlling input power based on the temperature feedback loop does not affect heat transfer
across the radial direction. As the core temperature is low, the high temperature on the surface
continues to flow toward the lower temperature, significantly influencing the surface temperature
and preventing overheating. The use of high-frequency electromagnetic energy for induction
heating is problematic because the skin effect is more pronounced in materials with low thermal

conductivity.

7.1.2 Mathematical modelling of thermal stresses in induction surface

hardening

Controlling the quenching process is challenging, as quenched steel generates an excess of
martensite, which is then gradually tempered to achieve the desired structure for the intended
application. For an accurate computation of thermal stress and strain, it is crucial to track the entire
sequence of phase transformations in parallel with the temperature evolution. The process involves
solving Maxwell's equations for the electromagnetic field, the heat conduction equation for
temperature evolution, and the Koistinen-Marburger equation for the martensitic phase
transformation. It is highly coupled and requires consideration of temperature-dependent material
properties and well-defined boundary conditions.

The quenching process initiates rapid tensile stresses on the surface and compressive stresses
on the core. When the martensitic transformation begins at the M point on the surface, dilatational
phase-transformation strains and transformation plasticity lead to rapid unloading and reverse
loading on the surface, resulting in compression on the surface and tension at the core.
Understanding the distribution of strains and stresses within hardened layers is crucial to assessing
the risk of cracks and other damage, particularly in critical components used in machinery,
automotive, or aerospace industries. Surface hardening aims to improve the mechanical properties
of the workpiece surface for machine components subjected to surface loads (e.g., gears, sprockets,
shafts).

The science behind martensite formation is complex and involves factors such as alloy
composition, austenitizing temperature, cooling rate, quenching medium, and the shape or size of

the workpiece. The cooling rate is a critical factor in martensite formation, significantly
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influencing the final microstructure and mechanical properties of the material. The faster the
cooling rate, the more likely it is to form martensite. From the CCT curve, one can determine the
optimal cooling rate and temperature range can be determined to achieve the desired

microstructure and mechanical properties in the final product.
7.1.3 Calibration of the gear wheel model as an optimisation strategy

The technique of model calibration for optimisation plays a crucial role in supporting engineering
design and the adoption of multi-fidelity surrogate models. Calibration ensures that the parameters
of the hardening process, such as power settings, frequency, and duration, are accurately set to
achieve the desired hardness and mechanical properties. Optimal modelling involves creating
computational simulations or mathematical models to predict how the induction hardening process
will affect the material properties, allowing for optimisation and fine-tuning before actual
implementation. The overall process aims to improve the efficiency, durability, and performance
of the gear wheels through advanced engineering techniques.

For small gears where the tooth-by-tooth scanning method is not applicable, obtaining the
desired temperature profile by conventional heating is challenging. Therefore, having insight into
the calibration of the combinations of parameters at low computational cost for optimisation is
essential. Defining key elements for optimisation (objective function, decision variables, and
constraints) of the desired temperature profile and the consequent mechanical properties is the
method implemented in this work. The accuracy of the final optimal solution depends on the
precision of these surrogate models. Since the optimal solution to the original problem is typically
unknown beforehand, designers must ensure that each surrogate model maintains high predictive
accuracy throughout the design space.

The quality of the model significantly affects both the computational cost and the
convergence characteristics in the optimisation process. The proposed objective functions must be
extremised in accordance with the requirements. Extremisation is achieved through a relevant
optimisation scheme using a suitable deterministic algorithm. Among the various optimisation
techniques performed, the best results were obtained using the Nelder-Mead and BOBYQA
algorithms. An alternative approach to mitigate limitations and improve predictive accuracy is to

create an ensemble by combining individual models.
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7.1.4 Assess the impact of TRIP strain on the mechanical properties of a

material

The material can change its microstructure due to phase transformations, which influence its
hardness and the effects of conventional plastic deformation. Only those variants orientated toward
the applied stress due to minimization of Gibbs free energy, which includes thermodynamic
driving force and mechanical energy due to transformation stresses nucleate during the
transformation process. This nucleation induces anisotropic deformation of austenite, resulting in
TRIP strain. TRIP strain refers to the excessive plastic deformation that occurs in the soft austenite
phase during cooling, driven by the interplay between thermal and transformation stresses.
Consequently, the hardening function with TRIP during quenching considers both traditional
plastic deformation and the influence of phase transformations on the hardness of the material,
making it more comprehensive than the hardening function without TRIP

The TRIP effect enhances the work hardening rate, delays the onset of necking, and
promotes excellent formability. The magnitude of TRIP strain increases in the direction of the
applied stress and reaches its maximum value when the applied stress equals the yield strength of
austenite. In the absence of TRIP, the equivalent plastic strain reflects the plastic deformation
experienced by the material during quenching without any contribution from phase
transformations. With TRIP effects, the material undergoes both conventional plastic deformation
and phase transformations, and the equivalent plastic deformation reflects the cumulative impact
of these processes. It aids in understanding how materials deform plastically during phase
transformations and is essential for designing advanced materials with enhanced mechanical
properties.

Extracting the TRIP strain from the total strain by experimental analysis of quenching poses
significant challenges. However, using FEA can address these challenges and enable the prediction
of multiple co-occurring physical phenomena. At the initial stage of quenching, austenite cools
down without phase transformations as a result of significant thermal gradients. Consequently, the
surface contracts faster than the core, resulting in tensile stresses on the surface and compression
stresses at the core to maintain a balanced stress state. The second stage begins when the
martensitic transformation starts on the surface. The third stage begins when phase transformations
start at the core, leading to complete transformation and cooling of the surface resulting in

compressive stress on the surface and tensile at the core.
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7.2 Perspective

In this work, some of the knowledge gaps in assessing thermal stresses and strains in steel materials

during induction heating and cooling (quenching) have been addressed. However, many research

questions remain unanswered and need to be explored in future studies. The following research

gaps should be addressed to gain a detailed understanding of thermal stresses and strains to

optimise the induction hardening process.

1.

The heating rate in the induction heating process influences the Ac; and Ac; temperatures.
However, further studies are needed to incorporate a time-dependent analysis of the
austenite transformation process, which can potentially lead to a shift in the Ac; and Ac;
temperatures. This, in turn, would modify the CCT diagram, which depends on several
factors, including the chemical composition of the steel, the nature of cooling, the grain
size, the extent of austenite homogenisation, as well as the austenitizing temperature and
time. From the CCT curve, one can determine the optimal cooling rate and temperature
range can be determined to achieve the desired microstructure and mechanical properties
in the final product.

Extracting the TRIP strain from the total strain using experimental analysis is highly
challenging. Therefore, this is one of the core aspects that needs improvement in this field.
The results of the modelling indicate that considering both conventional plastic
deformation and the influence of phase transformations on the hardness of the material is
more realistic in the design of advanced materials with enhanced mechanical properties.
These results of the numerical model need to be supported by experimental evidence,
which should be the focus of future work.

In hardening, optimisation of the surface and edges is crucial for enhancing the resistance
to indentation in machine components. However, achieving uniform temperature
distribution in complex-shaped components, particularly in specific corner zones, remains
a challenging and unresolved task. This problem is highly pronounced in machine
components such as gears, crankshafts, and sprockets. The solution lies in optimising the
design parameters and operation modes of the induction system for the surface hardening

process.
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4. Transformation kinetics requires further research to include intermediate phase

transformations and additional free-energy curves that appear in phase diagrams. Reaching
total equilibrium in practical solid-state phase transformations is rare. However, modelling
transformations using the concept of local equilibrium across an interphase interface and
the deviation from local equilibrium can provide the driving force on the interface. The
importance of surface energy on the thermodynamics of nanomaterials is significant, as the
implementation of the concept of nano dimensions contributes to changes in crystal
structure.

Induction hardening is among the oldest technologies in both industrial and domestic
applications. It is often hindered by a reliance on traditional methods, mostly due to the
simplicity in modelling, which may impede its growth. However, modern technologies,
such as the implementation of machine learning and artificial neural networks (ANNs) for
optimisation, have recently emerged but require further development. A promising way to
achieve a trade-off between prediction accuracy and computational cost in modelling is to
integrate realistic information into the construction of a surrogate model.

In the induction heating and cooling (quenching) process, assumptions and model
simplifications are commonly observed in the work of many researchers. This indicates the
need for further work in this field to build multi-fidelity surrogate models that incorporate
important assumptions. A crucial factor for the successful use of multi-fidelity surrogate
models is that the low-fidelity model should capture the overall trend of the responses from
the high-fidelity model. In constructing multi-fidelity surrogate models, a large amount of
low fidelity data is used to reduce computational burden, while a few high-fidelity samples
are selected to ensure prediction accuracy. A promising solution to this challenge is to build
multifidelity surrogate models that integrate both high and lowfidelity data, thus balancing

prediction accuracy and computational cost.
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Appendix A

I Shaft model
From heat transfer field the following equation was solved by the operator in COMSOL
multiphysics

dT
pCp%+pCpu-VT+ Vog=0Q+ Qteq

q = —kVT
—n-q = 0 at the symmetry axysis
On the surface of the workpiece,
—n-q=qo
qo = h(Text = T)

4/5

. k 034 0.62ReD/2pr1/3 +< ReD )5/8
- ' 282000

ey

L

Figure A.1: 3D shaft under quench
Phase transformations:

¢ = YA, i # j, i = Phase transformation
Averaging of phase properties:
p=X;j&pl,p={kE v, 04 1,0, €} j=phase
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1 S A
Cp = 2 2i§’p’C; . j = phase

_ iy ~J P
O-ySO - Z] gi(fj)o-ys >J _phase
Phase transformation latent heat:
Qo= 2 Qé , I = phase transformation
Phase transformation strain:
€inel = Xi etip + X egh , I = phase transformation, j = phase

b — #jJ J
€th = §la’ (T - Tref)'
and linear isotropic hardening has computed
1 1 1

+ Eigo€pey — = — =
s iso-per Eiso ETiso E

o-ys = O'y

Martensite transformation Retained austenite
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Figure A.2: present of martensite and retained austenite phase in 3D model contour

Effective thermal properties and mechanical properties were selected to be computed for the entire
process. Under solid mechanics model command input, transformation induced plasticity, thermal
stains and phase plasticity are enabled to be computed.

User controlled time dependent study was performed and under linear elasticity modeling the
operator computes the following equations simultaneously where symmetry is in consideration.
0=V-S+ F,

u(R,®,2) - (u,0,w)T
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S = Sinet + Sei €1 = € — €Einer
€inel = €0 T €Eext T Etn T Eps T €Eppt € T €yp T €ye
Sel =C: €el

Sinet = So + Sext T+ Sq

1
€= E[(Vu)T + Vu]

C =C(E,v)

von Mises stress, Gauss point evaluation (N /m?). For visibility, scale factor set to 10
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0
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Figure A.3: Deformation due to thermal stress
1) Spur gear model

In the gear model, attention was given to temperature control methods. Among these methods, one
involves defining the objective function, and introducing parameters, constraints, and objective
function equations. Before conducting optimization, it is recommended to try it at a low
computational cost using sweep analysis.

Step 1: Parameters were defined under global definition, geometry and materials also clearly
defined at under component

Step 2: study setting includes parameters value list, units and name all involved in the study.
I €(200,1000)A, f € (10,50)kHz, a € (4,20)W/m3K,

Step 3: objective functions are defined
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1/(at(1[s], comp1l.ppbl) — at(1[s], compl.ppb2))"2
at(1[s], compl.ppb2) — 1073
The following lectromagnetic equetions were solved by operator in COMSOL Multiphysics
VXH=]
B=VxA
J=0E+ ],

Resulted in heat transfer phenomena.
pCou- VT + V-q=Q + Qtea
q = —kVT

Figure A.4: 3D model setup with air domain
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Appendix B

For each analysis and discussion in the document, the data was collected from post-processing

using 'derived values' through point or line evaluation, as well as some parameters from global

evaluation. A Similar approach was implemented for analysis other data.

Table B.1: Sample data; cooling temperature gradient and strain hardening function

Cooling (Quenching) Strain-hardening function
surface core
Temperature
Time | Temperature | Temperature | difference with without with without
(s) (°C), core | (°C), surface (°C), TRIP TRIP TRIP TRIP

0 900 893.73686 6.2631366 373823 342656 282024 282012
0.1 900.00003 714.4485 185.55152 809126 | 8182554 282249 | 2835520
0.2 899.99995 651.8454 | 248.15454 | 1.30E+08 | 1.29E+08 285203 | 2838954
0.3 899.99933 608.91085 291.08847 | 1.67E+08 | 1.67E+08 285175 | 2835002
04 900.00032 575.27384 324.72647 | 1.94E+08 | 1.90E+08 285164 | 2834370
0.5 900.00151 547.99287 352.00863 | 2.11E+08 | 2.07E+08 | 2851641 | 2834370
0.6 900.001 524.78267 375.21833 | 2.20E+08 | 2.22E+08 | 2851641 | 2834370
0.7 899.99889 504.34935 395.64954 | 2.31E+08 | 2.35E+08 | 2851825 | 2834370
0.8 899.99781 485.99215 414.00566 | 2.43E+08 | 2.47E+08 | 2852003 | 2837983
0.9 899.998 469.56548 430.43252 | 2.55E+08 | 2.57E+08 | 2851971 | 2841913

1 899.99962 454.78581 44521381 | 2.64E+08 | 2.66E+08 | 2851703 | 2843497
1.1 900.00133 441.39206 | 458.60927 | 2.73E+08 | 2.75E+08 | 2851641 | 2842523
1.2 900.00253 429.25362 470.7489 | 2.80E+08 | 2.83E+08 | 2851641 | 2840524
1.3 900.00074 418.07626 | 481.92423 | 2.86E+08 | 2.91E+08 | 2851641 | 2837536
14 899.9962 407.84071 492.15549 | 2.92E+08 | 2.97E+08 | 2852270 | 2835104
1.5 899.98817 398.38484 501.60332 | 2.97E+08 | 3.04E+08 | 2853599 | 2834370
1.6 899.98114 389.50817 510.47296 | 3.03E+08 | 3.09E+08 | 2854764 | 2834370
1.7 899.97511 381.20975 518.76536 | 3.08E+08 | 3.15E+08 | 2855761 | 2834370
1.8 899.96973 373.51258 526.45715 | 3.13E+08 | 3.20E+08 | 2856653 | 2834370
1.9 899.96567 366.3954 533.57026 | 3.18E+08 | 3.24E+08 | 2857325 | 2834370

2 899.96553 359.77067 540.19486 | 3.20E+08 | 3.29E+08 | 2857348 | 2834370
2.1 899.97401 353.51034 546.46367 | 3.26E+08 | 3.33E+08 | 2855943 | 2834370
22 899.9936 347.6269 552.36672 | 4.69E+08 | 3.25E+08 | 2852685 | 2834370
2.3 900.02558 342.22148 557.80409 | 4.48E+08 | 3.02E+08 | 2851641 | 2834370
24 900.06948 337.23215 562.83732 | 4.22E+08 | 2.84E+08 | 2851641 | 2834370
2.5 900.12404 332.56849 567.55555 | 3.99E+08 | 2.69E+08 | 2851641 | 2834370
2.6 900.18688 328.18702 571.99985 | 3.79E+08 | 2.55E+08 | 2851641 | 2834370
2.7 900.25482 324.05917 576.19564 | 3.61E+08 | 2.43E+08 | 2851641 | 2834370
2.8 900.32402 320.1659 580.15812 | 3.44E+08 | 2.32E+08 | 2851641 | 2834370
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2.9 900.39022 316.46111 583.9291 | 3.30E+08 | 2.22E+08 | 2851641 | 2834370

3 900.44885 312.92795 587.52089 | 3.16E+08 | 2.13E+08 | 2851641 | 2834370
3.1 900.49518 309.54715 590.94802 | 3.04E+08 | 2.05E+08 | 2851641 | 2834370
32 900.52447 306.30754 594.21692 | 2.92E+08 | 1.97E+08 | 2851641 | 2834370
33 900.53203 303.19293 597.3391 | 2.82E+08 | 1.90E+08 | 2851641 | 2834370
34 900.51328 300.19782 600.31545 | 2.72E+08 | 1.83E+08 | 2851641 | 2834370
3.5 900.46388 297.30378 603.1601 | 2.60E+08 | 1.75E+08 | 2851641 | 2834370
3.6 900.37971 294.50969 605.87002 | 2.48E+08 | 1.67E+08 | 2851641 | 2834370
3.7 900.25691 291.80615 608.45076 | 2.37E+08 | 1.60E+08 | 2851641 | 2834370
3.8 900.09195 289.18681 610.90513 | 2.28E+08 | 1.53E+08 | 2851641 | 2834370
39 899.88157 286.65207 613.22949 | 2.18E+08 | 1.47E+08 | 2871250 | 2834370

4 899.62286 284.18677 61543609 | 2.10E+08 | 1.41E+08 | 2914090 | 2834370
4.1 899.31325 281.7907 617.52255 | 2.02E+08 | 1.36E+08 | 2965368 | 2864071
4.2 898.95046 279.46642 619.48403 | 1.94E+08 | 1.30E+08 | 3025466 | 2913881
43 898.5325 277.20356 621.32894 | 1.87E+08 | 1.26E+08 | 3094716 | 2972575
44 898.05769 274.99664 623.06104 | 1.80E+08 | 1.21E+08 | 3173405 | 3040490
4.5 897.52472 272.84972 624.675 | 1.74E+08 | 1.17E+08 | 3261758 | 3117920
4.6 896.93239 270.75602 626.17637 | 1.68E+08 | 1.13E+08 | 3359981 | 3205110
4.7 896.27994 268.70842 627.57152 | 1.63E+08 | 1.09E+08 | 3468211 | 3302253
4.8 895.56669 266.706 628.86069 | 1.57E+08 | 1.06E+08 | 3586571 | 3409495
4.9 894.79225 264.75518 630.03707 | 1.53E+08 | 1.02E+08 | 3715137 | 3526945

5 893.95642 262.85222 631.1042 | 1.48E+08 | 99118615 | 3853956 | 3654683
5.1 893.0592 260.98649 632.07271 | 1.43E+08 | 96087099 | 4003164 | 3792755
52 892.10073 259.12357 632.97715 | 1.39E+08 | 93145474 | 4163169 | 3941381
53 891.08129 257.30134 633.77995 | 1.35E+08 | 90356133 | 4334664 | 4101562
5.4 890.0013 255.52429 634.47706 | 1.31E+08 | 87709129 | 4517897 | 4273468
5.5 888.86146 253.78095 635.08051 | 1.27E+08 | 85188619 | 4711654 | 4456990
5.6 887.66229 252.06797 635.59431 | 1.24E+08 | 82786910 | 4912655 | 4650678
5.7 886.4046 250.3854 636.01919 | 1.20E+08 | 80493447 | 5105968 | 4848773
5.8 885.08923 248.7353 636.35392 | 1.17E+08 | 78302066 | 5315304 | 5055594
59 883.71702 247.12321 636.59381 | 1.14E+08 | 76208778 | 5572850 | 5266556

6 882.28908 245.54398 636.74509 | 1.11E+08 | 74202716 | 5859545 | 5477748
6.1 880.80622 243.98947 636.81674 | 1.08E+08 | 72279475 | 6138094 | 5697095
6.2 879.26997 242.45884 636.81113 | 1.05E+08 | 70441745 | 6418501 | 5952557
6.3 877.68124 240.95343 636.7278 | 1.03E+08 | 68682766 | 6703507 | 6240319
6.4 876.04119 239.47455 636.56663 | 1.00E+08 | 66992037 | 6996651 | 6542185
6.5 874.35086 238.02643 636.32442 | 97977428 | 65368696 | 7286161 | 6854787
6.6 872.61164 236.60798 636.00365 | 95687858 | 63812053 | 7600536 | 7179885
6.7 870.82463 235.21228 635.61234 | 93485722 | 62316534 | 7921717 | 7517055
6.8 868.99103 233.83603 635.155 | 91362433 | 60878398 | 8256646 | 7866216
6.9 867.11208 232.4794 |  634.63268 | 89315233 | 59497301 | 8640320 | 8231158

7 865.189 231.14179 634.0472 | 87340322 | 58169331 | 9038571 | 8606647
7.1 863.22306 229.82417 633.39888 | 85436349 | 56888060 | 9453121 | 8999385
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72 861.21545 228.53086 632.68458 | 83606648 | 55650187 | 9896584 | 9395327
7.3 859.16736 227.26366 631.9037 | 81850760 | 54455013 | 1034356 | 9811373
74 857.07999 226.0185 631.06149 | 80160240 | 53300552 | 1082397 | 1023927
7.5 854.95452 224.79107 630.16345 | 78526923 | 52184275 | 1131564 | 1067092
7.6 852.79213 223.5801 629.21203 | 76947124 | 51104843 | 1180469 | 1112299
7.7 850.59378 222.38455 628.20923 | 75417768 | 50197666 | 1234755 | 1159206
7.8 848.36095 221.20308 627.15786 | 73935302 | 49859587 | 1292043 | 1206863
7.9 846.09471 220.03572 626.05898 | 72498218 | 49497172 | 1350301 | 1256573
8 843.79609 218.88451 624.91157 | 71107504 | 49143192 | 1407052 | 1308944
8.1 841.46616 217.752 623.71415 | 69764607 | 48822605 | 1462009 | 1364346
8.2 839.10599 216.63807 622.46791 | 68467688 | 48516260 | 1520013 | 1420925
8.3 836.71661 215.53971 621.17689 | 67211752 | 48189752 | 1577417 | 1478949
8.4 834.29886 214.45447 619.84439 | 65992829 | 47937866 | 1636039 | 1540533
8.5 831.85408 213.38208 618.472 | 64809249 | 47696066 | 1695784 | 1601110
8.6 829.38308 212.32334 617.05973 | 63660877 | 47418688 | 1755283 | 1662331
8.7 826.88666 211.27765 615.60901 | 62546010 | 47144357 | 1817393 | 1725682
8.8 824.36588 210.24365 614.12222 | 61462151 | 46897837 | 1879219 | 1788955
8.9 821.8215 209.22147 612.60002 | 60408556 | 46658213 | 1941714 | 1852015
9 819.25453 208.2124 | 611.04212 | 59385578 | 46393391 | 2006937 | 1915485
9.1 816.66579 207.21709 609.4487 | 58392943 | 46110006 | 2068993 | 1979428
92 814.05615 206.2345 607.82164 | 57428734 | 45900757 | 2130886 | 2045160
9.3 811.42649 205.26318 606.16331 | 56490692 | 45730785 | 2193429 | 2114864
94 808.77756 204.30262 604.47494 | 55577598 | 45507041 | 2259186 | 2184791
9.5 806.11012 203.35298 602.75714 | 54688899 | 45324816 | 2330144 | 2257841
9.6 803.42496 202.41411 601.01085 | 53823769 | 45132228 | 2412742 | 2330458
9.7 800.72281 201.48515 599.23766 | 52980775 | 44930696 | 2491949 | 2402401
9.8 798.00432 200.5651 597.43921 | 52158430 | 44750091 | 2576652 | 2477519
9.9 795.27021 199.6533 595.61691 | 51355600 | 44578191 | 2661487 | 2554464
10 792.52109 198.74999 593.77109 | 50572016 | 44489019 | 2746322 | 2633461
10.1 789.75757 197.85649 591.90108 | 49808275 | 44339242 | 2833505 | 2713404
10.2 786.98039 196.97384 590.00654 | 49064744 | 44226645 | 2922479 | 2792695
10.3 784.19018 196.1018 588.08837 | 48340674 | 44091002 | 3016534 | 2871270
10.4 781.38765 195.23888 586.14877 | 47634292 | 43950404 | 3111514 | 2952717
10.5 778.57338 194.38379 584.18958 | 46944140 | 43830877 | 3207112 | 3036682
10.6 775.74788 193.53612 582.21175 | 46269482 | 43748546 | 3300515 | 3121990
10.7 772.91156 192.69621 580.21535 | 45610214 | 43613873 | 3398630 | 3206664
10.8 770.06491 191.86434 578.20056 | 44966178 | 43546027 | 3504051 | 3294739
10.9 767.20849 191.04013 576.16835 | 44336711 | 43453351 | 3608328 | 3383448
11 764.34292 190.22287 574.12004 | 43720926 | 43299502 | 3721899 | 3469747
11.1 761.4687 189.41202 572.05668 | 43118103 | 43222524 | 3829349 | 3561405
11.2 758.58629 188.60753 569.97875 | 42527916 | 43097800 | 3925904 | 3653367
11.3 755.69605 187.80989 567.88616 | 41950427 | 43043868 | 4031062 | 3747210
11.4 752.79842 187.01974 565.77868 | 41385801 | 42987364 | 4136990 | 3846109
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11.5 749.89393 186.23729 563.65664 | 40833876 | 42894184 | 4239132 | 3948002
11.6 746.98301 185.46223 561.52078 | 40294141 | 42784651 | 4345347 | 4050749
11.7 744.06604 184.69404 559.372 | 39765960 | 42728613 | 4454333 | 4156951
11.8 741.1433 183.93244 557.21086 | 39248875 | 42652468 | 4566800 | 4263226
11.9 738.21532 183.17749 555.03783 | 38742684 | 42644729 | 4681075 | 4378798

12 735.28268 182.42921 552.85347 | 38247151 | 42536840 | 4791161 | 4484241
12.1 732.34578 181.68717 550.6586 | 37761763 | 42532608 | 4891921 | 4598451
12.2 729.40483 180.95057 548.45425 | 37285780 | 42447160 | 4995424 | 4713246
12.3 726.45984 180.21858 546.24126 | 36818497 | 42423243 | 5099143 | 4835374
12.4 723.51108 179.49051 544.02056 | 36359285 | 42357232 | 5203509 | 4944681
12.5 720.55904 178.76615 541.79288 | 35907859 | 42340775 | 5300272 | 5065439
12.6 717.60413 178.04588 539.55824 | 35464312 | 42280485 | 5397141 | 5177091
12.7 714.64661 177.33063 537.31597 | 35029055 | 42227096 | 5499839 | 5295169
12.8 711.68657 176.62138 535.06518 | 34602505 | 42216000 | 5614626 | 5421259
12.9 708.72405 175.91852 532.80552 | 34184716 | 42100088 | 5743027 | 5541196

13 705.75932 175.22171 530.53761 | 33775288 | 42073689 | 5874674 | 5666148
13.1 702.7932 174.5303 528.2629 | 33373676 | 42023158 | 6010529 | 5793862
13.2 699.82597 173.8437 525.98227 | 32979384 | 41976876 | 6147573 | 5923969
13.3 696.85778 173.16156 523.69622 | 32592075 | 41923921 | 6285570 | 6052104
13.4 693.88881 172.48384 521.40497 | 32211580 | 41867480 | 6420372 | 6183072
13.5 690.91916 171.81055 519.10861 | 31837784 | 41808142 | 6564860 | 6319508
13.6 687.9489 171.14156 516.80734 | 31470489 | 41759969 | 6702038 | 6453644
13.7 684.97821 170.47658 514.50162 | 31109408 | 41709023 | 6830229 | 6586658
13.8 682.0074 169.81524 512.19216 | 30754232 | 41689664 | 6953210 | 6724821
13.9 679.03683 169.15722 509.87961 | 30404688 | 41650706 | 7083478 | 6869675

14 676.06689 168.50237 507.56451 | 30060601 | 41593548 | 7224644 | 7008156
14.1 673.09779 167.85083 505.24696 | 29721939 | 41529538 | 7377207 | 7145656
14.2 670.12947 167.20291 502.92655 | 29388776 | 41482753 | 7533024 | 7294501
14.3 667.16174 166.55899 500.60275 | 29061200 | 41449626 | 7686870 | 7435155
14.4 664.19453 165.91933 498.2752 | 28739243 | 41404505 | 7845617 | 7581869
14.5 661.22779 165.28406 | 495.94373 | 28422863 | 41332951 | 7997830 | 7724789
14.6 658.2618 164.65311 493.60868 | 28111927 | 41249026 | 8137570 | 7872553
14.7 655.29662 164.02629 | 491.27033 | 27806236 | 41176365 | 8274689 | 8005715
14.8 652.33233 163.40335 488.92898 | 27505578 | 41098173 | 8420867 | 8147231
14.9 649.36913 162.78408 486.58504 | 27209762 | 41066042 | 8568824 | 8297307

15 646.40735 162.16829 | 484.23906 | 26918624 | 41023640 | 8724452 | 8452665
15.1 643.44752 161.55565 481.89187 | 26631912 | 40932634 | 8888822 | 8602235
15.2 640.48994 160.94586 | 479.54408 | 26349419 | 40869209 | 9054560 | 8748050
15.3 637.53463 160.33867 | 477.19596 | 26070993 | 40793648 | 9214874 | 8906228
15.4 634.58123 159.73391 474.84732 | 25796474 | 40786454 | 9372365 | 9060058
15.5 631.62968 159.13143 472.49824 | 25525692 | 40716695 | 9527719 | 9214709
15.6 628.68018 158.53136 | 470.14882 | 25258682 | 40649525 | 9690511 | 9358466
15.7 625.73201 157.9338 467.79814 | 24995474 | 40595030 | 9862571 | 9515778
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15.8 622.78489 157.33922 | 465.44567 | 24736087 | 40517955 | 1.00E+08 | 9665217
15.9 619.83943 156.74779 | 463.09164 | 24480641 | 40438763 | 1.02E+08 | 9819857

16 616.89553 156.15984 | 460.73569 | 24229183 | 40367642 | 1.04E+08 | 9960598
16.1 613.95356 155.5754 | 458.37815 | 23981656 | 40289132 | 1.06E+08 | 1.01E+08
16.2 611.0141 154.99438 456.01972 | 23737952 | 40228046 | 1.07E+08 | 1.03E+08
16.3 608.07739 154.41654 | 453.66085 | 23497918 | 40087666 | 1.09E+08 | 1.04E+08
16.4 605.1433 153.84165 451.30167 | 23261390 | 40013629 | 1.10E+08 | 1.06E+08
16.5 602.21204 153.2695 448.94254 | 23028243 | 39928503 | 1.12E+08 | 1.07E+08
16.6 599.28346 152.69989 | 446.58357 | 22798322 | 39856405 | 1.13E+08 | 1.09E+08
16.7 596.3577 152.13278 444.22492 | 22571569 | 39715370 | 1.13E+08 | 1.10E+08
16.8 593.43493 151.5681 441.86682 | 22347914 | 39651145 | 1.14E+08 | 1.10E+08
16.9 590.51536 151.00581 439.50955 | 22127285 | 39527811 | 1.15E+08 | 1.11E+08

17 587.59889 150.44581 437.15307 | 21909609 | 39420888 | 1.16E+08 | 1.12E+08
17.1 584.68506 149.88806 434.797 | 21694816 | 39341678 | 1.17E+08 | 1.13E+08
17.2 581.77344 149.33248 432.44096 | 21482843 | 39230423 | 1.18E+08 | 1.14E+08
17.3 578.86369 148.77908 430.08461 | 21273648 | 39129079 | 1.19E+08 | 1.15E+08
17.4 575.95583 148.22794 | 427.72788 | 21067219 | 39002688 | 1.20E+08 | 1.16E+08
17.5 573.05019 147.67919 | 425.37099 | 20863566 | 38892559 | 1.21E+08 | 1.17E+08
17.6 570.14761 147.13297 | 423.01463 | 20662699 | 38787832 | 1.22E+08 | 1.18E+08
17.7 567.24931 146.58938 420.65992 | 20464612 | 38690987 | 1.23E+08 | 1.19E+08
17.8 564.35613 146.04846 | 418.30766 | 20269280 | 38574799 | 1.24E+08 | 1.19E+08
17.9 561.46764 145.51014 415.9575 | 20076628 | 38451449 | 1.25E+08 | 1.20E+08

18 558.58282 144.9743 413.60851 | 19886582 | 38354379 | 1.25E+08 | 1.21E+08
18.1 555.70148 144.44081 411.26067 | 19699050 | 38222878 | 1.26E+08 | 1.22E+08
18.2 552.82435 143.9094 | 408.91486 | 19513937 | 38083026 | 1.27E+08 | 1.23E+08
18.3 549.95157 143.3802 | 406.57137 | 19331162 | 37982981 | 1.29E+08 | 1.23E+08
18.4 547.08273 142.85286 | 404.22986 | 19150663 | 37830463 | 1.30E+08 | 1.24E+08
18.5 544.21783 142.32738 401.89044 | 18972379 | 37732235 | 1.31E+08 | 1.25E+08
18.6 541.35707 141.80368 399.55338 | 18796251 | 37618650 | 1.32E+08 | 1.26E+08
18.7 538.50004 141.28167 397.21836 | 18622220 | 37456446 | 1.33E+08 | 1.27E+08
18.8 535.64656 140.76126 394.88529 | 18450231 | 37330324 | 1.34E+08 | 1.28E+08
18.9 532.79736 140.24239 392.55496 | 18280235 | 37219022 | 1.35E+08 | 1.29E+08

19 529.95365 139.72501 390.22864 | 18112192 | 37060640 | 1.36E+08 | 1.30E+08
19.1 527.116 139.20912 387.90687 | 17946089 | 36939853 | 1.37E+08 | 1.30E+08
19.2 524.28431 138.69474 385.58957 | 17781883 | 36818139 | 1.38E+08 | 1.31E+08
19.3 521.4581 138.18192 383.27618 | 17619577 | 36701548 | 1.39E+08 | 1.32E+08
19.4 518.63657 137.6707 380.96587 | 17459163 | 36613505 | 1.41E+08 | 1.33E+08
19.5 515.81931 137.16116 378.65814 | 17300636 | 36461217 | 1.42E+08 | 1.34E+08
19.6 513.00633 136.65336 376.35297 | 17143989 | 36344408 | 1.44E+08 | 1.35E+08
19.7 510.19736 136.14733 374.05002 | 16989222 | 36252453 | 1.45E+08 | 1.37E+08
19.8 507.39143 135.64304 371.74839 | 16836278 | 36137577 | 1.46E+08 | 1.38E+08
19.9 504.58799 135.1405 369.44748 | 16685145 | 35983300 | 1.47E+08 | 1.39E+08

20 501.78647 134.63968 367.14679 | 16535791 | 35916066 | 1.48E+08 | 1.40E+08
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20.1 498.98598 134.14055 364.84543 | 16388182 | 35762845 | 1.49E+08 | 1.41E+08
20.2 | 496.18612 133.64307 362.54304 | 16242287 | 35632731 | 1.49E+08 | 1.42E+08
20.3 493.38789 133.14724 360.24065 | 16098081 | 35509785 | 1.50E+08 | 1.43E+08
204 | 490.59276 132.65304 357.93972 | 15955539 | 35408976 | 1.51E+08 | 1.45E+08
20.5 487.80034 132.16046 355.63988 | 15814634 | 35287570 | 1.52E+08 | 1.46E+08
20.6 | 485.00978 131.66945 353.34033 | 15675335 | 35095682 | 1.53E+08 | 1.47E+08
20.7 | 482.22271 131.17998 351.04272 | 15537614 | 34951288 | 1.54E+08 | 1.48E+08
20.8 479.44216 130.69203 348.75013 | 15401441 | 34827290 | 1.55E+08 | 1.49E+08
20.9 |  476.66924 130.20555 346.46369 | 15266781 | 34704098 | 1.56E+08 | 1.49E+08

21 473.9008 129.72056 344.1803 | 15133623 | 34508828 | 1.57E+08 | 1.50E+08
21.1 471.13258 129.23707 341.89551 | 15001952 | 34378840 | 1.58E+08 | 1.51E+08
21.2 468.3631 128.75509 339.60801 | 14871750 | 34191611 | 1.59E+08 | 1.52E+08
21.3 465.59412 128.27461 337.31951 | 14743000 | 34055273 | 1.60E+08 | 1.53E+08
214 462.82689 127.79566 335.03123 | 14615688 | 33895760 | 1.61E+08 | 1.54E+08
21.5 460.06055 127.31823 332.74231 | 14489795 | 33712573 | 1.62E+08 | 1.55E+08
21.6 | 457.29396 126.84231 330.45165 | 14365300 | 33544137 | 1.64E+08 | 1.55E+08
21.7 ] 454.52583 126.36787 328.15795 | 14242179 | 33403975 | 1.65E+08 | 1.56E+08
21.8 451.75699 125.89489 325.86209 | 14120411 | 33234935 | 1.67E+08 | 1.56E+08
21.9 | 448.99307 125.42335 323.56972 | 13999972 | 33085383 | 1.68E+08 | 1.57E+08

22 446.23742 124.95322 321.2842 | 13880839 | 32916623 | 1.69E+08 | 1.58E+08
22.1 443.48713 124.4844 |  319.00267 | 13762987 | 32749105 | 1.70E+08 | 1.59E+08
22.2 | 440.73564 124.01703 316.71861 | 13646390 | 32582797 | 1.72E+08 | 1.59E+08
223 437.97831 123.55088 314.42743 | 13531021 | 32417666 | 1.74E+08 | 1.60E+08
22.4 | 435.21119 123.08597 312.12522 | 13416855 | 32253680 | 1.76E+08 | 1.61E+08
22.5 432.43247 122.62226 309.8102 | 13303868 | 32090819 | 1.76E+08 | 1.61E+08
22.6 |  429.64435 122.15973 307.48462 | 13192047 | 31929071 | 1.77E+08 | 1.62E+08
22.7 426.8502 121.69837 305.15182 | 13081376 | 31768430 | 1.78E+08 | 1.63E+08
22.8 424.05006 121.23818 302.81187 | 12971831 | 31608893 | 1.78E+08 | 1.64E+08
22.9 | 421.24046 120.77916 300.4613 | 12863403 | 31450457 | 1.79E+08 | 1.65E+08

23 418.41865 120.32131 298.09734 | 12756082 | 31293115 | 1.79E+08 | 1.66E+08
23.1 415.58679 119.86464 | 295.72214 | 12649859 | 31136855 | 1.80E+08 | 1.67E+08
232 | 412.74998 119.40913 293.34084 | 12544717 | 30981666 | 1.80E+08 | 1.68E+08
23.3 409.91296 118.95476 290.9582 | 12440634 | 30827534 | 1.81E+08 | 1.70E+08
23.4 407.0766 118.50152 288.57507 | 12337599 | 30674446 | 1.81E+08 | 1.71E+08
23.5 404.23735 118.0494 286.18795 | 12235597 | 30522390 | 1.82E+08 | 1.73E+08
23.6 | 401.38843 117.59838 283.79004 | 12134614 | 30371354 | 1.83E+08 | 1.74E+08
23.7 398.52176 117.14846 281.3733 | 12034637 | 30221323 | 1.86E+08 | 1.75E+08
23.8 395.63063 116.69963 278.931 | 11935654 | 30072282 | 1.90E+08 | 1.77E+08
23.9 392.71559 116.25188 276.46371 | 11837649 | 29924214 | 1.94E+08 | 1.78E+08

24 389.78525 115.80518 273.98006 | 11740611 | 29777106 | 1.96E+08 | 1.79E+08
24.1 386.84575 11535954 | 271.48621 | 11644522 | 29630947 | 1.98E+08 | 1.80E+08
24.2 383.89916 114.91493 268.98423 | 11549372 | 29485727 | 1.99E+08 | 1.82E+08
243 380.94213 114.47134 266.47078 | 11455148 | 29341440 | 2.02E+08 | 1.84E+08
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24.4 377.94716 114.02879 | 263.91836 | 11361841 | 29198077 | 2.04E+08 | 1.86E+08
24.5 374.8825 113.58727 | 261.29523 | 11269440 | 29055630 | 2.06E+08 | 1.89E+08
24.6 371.73976 113.14677 | 258.59299 | 11177937 | 28914089 | 2.08E+08 | 1.91E+08
24.7 368.51699 112.7073 255.80968 | 11087322 | 28773444 | 2.11E+08 | 1.94E+08
24.8 365.21535 112.26885 252.9465 | 10997583 | 28633686 | 2.14E+08 | 1.96E+08
24.9 361.8504 111.83141 250.01899 | 10908708 | 28494802 | 2.17E+08 | 1.98E+08

25 358.43822 111.39497 247.04324 | 10820682 | 28356785 | 2.25E+08 | 2.05E+08
25.1 354.99213 110.95952 244.0326 | 10733498 | 28219623 | 2.29E+08 | 2.07E+08
25.2 351.52921 110.52506 241.00414 | 10647148 | 28083307 | 2.26E+08 | 2.05E+08
253 348.06782 110.09159 237.97622 | 10561621 | 27947848 | 2.17E+08 | 1.98E+08
25.4 344.62372 109.65909 234.96462 | 10476908 | 27813305 | 2.09E+08 | 1.90E+08
25.5 341.20952 109.22754 | 231.98197 | 10392989 | 27679573 | 2.01E+08 | 1.83E+08
25.6 337.83411 108.79694 | 229.03716 | 10309860 | 27546554 | 1.93E+08 | 1.76E+08
25.7 334.50307 108.36729 | 226.13578 | 10227510 | 27414315 | 1.86E+08 | 1.69E+08
25.8 331.21951 107.93856 | 223.28095 | 10145929 | 27282853 | 1.79E+08 | 1.63E+08
25.9 327.98575 107.51074 220.475 | 10065107 | 27152159 | 1.73E+08 | 1.57E+08

26 324.80266 107.08383 217.71883 | 9985031 | 27022220 | 1.66E+08 | 1.51E+08
26.1 321.67036 106.6578 215.01256 | 9905692 | 26893032 | 1.60E+08 | 1.45E+08
26.2 318.58926 106.23264 212.35661 | 9827081 | 26764579 | 1.55E+08 | 1.40E+08
26.3 315.55948 105.80835 209.75112 | 9749189 | 26636858 | 1.50E+08 | 1.35E+08
26.4 312.58073 105.3849 | 207.19582 | 9672004 | 26509849 | 1.44E+08 | 1.31E+08
26.5 309.65213 104.96229 | 204.68984 | 9595516 | 26383554 | 1.40E+08 | 1.26E+08
26.6 306.77113 104.54047 | 202.23065 | 9519712 | 26257947 | 1.35E+08 | 1.22E+08
26.7 303.93695 104.11945 199.8175 | 9444584 | 26133034 | 1.31E+08 | 1.18E+08
26.8 301.14938 103.69922 197.45015 | 9370126 | 26008788 | 1.27E+08 | 1.15E+08
26.9 298.40511 103.27975 195.12535 | 9296323 | 25885214 | 1.22E+08 | 1.10E+08

27 295.70579 102.86106 192.84473 | 9223178 | 25762276 | 1.17E+08 | 1.06E+08
27.1 293.04746 102.44312 190.60434 | 9150674 | 25639980 | 1.12E+08 | 1.01E+08
27.2 290.4274 102.02589 188.4015 | 9078800 | 25518323 | 1.07E+08 | 97074511
27.3 287.84779 101.60941 186.23838 | 9007559 | 25397302 | 1.03E+08 | 93112136
274 | 285.30541 101.19363 184.11178 | 8936929 | 25276893 | 99049068 | 89343447
27.5 282.80133 100.77855 182.02277 | 8866913 | 25157097 | 95186848 | 85776170
27.6 | 280.33454 100.36418 179.97036 | 8797503 | 25037918 | 91535628 | 82414328
27771 27790168 99.950483 177.9512 | 8728682 | 24919349 | 88061047 | 79249968
27.8 275.50458 99.537467 175.96711 | 8660455 | 24801355 | 84774618 | 76211842
27.9 273.14032 99.125115 174.0152 | 8592807 | 24683951 | 81650263 | 73336090

28 270.80819 98.713422 172.09476 | 8525733 | 24567136 | 78678980 | 70618772
28.1 268.50905 98.302395 170.20665 | 8459232 | 24450900 | 75863406 | 68042457
28.2 266.23905 97.892015 168.34704 | 8393288 | 24335225 | 73172936 | 65572309
28.3 263.99996 97.482291 166.51767 | 8327905 | 24220120 | 70616964 | 63228851
284 | 261.78984 97.073231 164.71661 | 8263073 | 24105582 | 68179275 | 61009113
28.5 259.60573 96.664849 162.94088 | 8198784 | 23991602 | 65837542 | 58890287
28.6 257.44946 96.257137 161.19232 | 8135038 | 23878176 | 63601738 | 56861581
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28.7 | 255.32103 95.850095 159.47094 | 8071831 | 23765304 | 61469489 | 54932774
28.8 253.22045 95.443722 157.77673 | 8009162 | 23652984 | 59438473 | 53101599
28.9 |  251.14695 95.038034 156.10891 | 7947024 | 23541216 | 57502366 | 51342681

29 249.09631 94.633109 154.4632 | 7885415 | 23429995 | 55636944 | 49661044
29.1 247.07178 94.228887 152.84289 | 7824332 | 23319319 | 53857558 | 48059011
29.2 245.073 93.825367 151.24798 | 7763772 | 23209187 | 52162322 | 46533524
29.3 243.10101 93.42255 149.67846 | 7703732 | 23099609 | 50549393 | 45062287
29.4 241.15199 93.020506 148.13148 | 7644208 | 22990575 | 49003299 | 43656501
29.5 239.2236 92.619304 146.60433 | 7585199 | 22882082 | 47509708 | 42314761
29.6 237.31888 92.218867 145.10002 | 7526700 | 22774135 | 46081788 | 41030785
29.7 235.43774 91.819196 143.61854 | 7468708 | 22666744 | 44718150 | 39793345
29.8 233.5802 91.420292 142.15991 | 7411221 | 22559897 | 43417434 | 38609003
29.9 | 231.74199 91.022307 140.71968 | 7354240 | 22453592 | 42161395 | 37476653

30 | 229.92365 90.625222 139.29843 | 7297762 | 22347841 | 40951366 | 36387975
30.1 228.12668 90.228983 137.8977 | 7241782 | 22242648 | 39792165 | 35339615
30.2 | 226.35107 89.83359 136.51748 | 7186295 | 22138002 | 38682753 | 34334694
30.3 224.59683 89.439044 135.15778 | 7131300 | 22033899 | 37622112 | 33372327
30.4 222.85871 89.045601 133.81311 | 7076806 | 21930360 | 36591044 | 32443109
30.5 221.13996 88.653102 132.48685 | 7022800 | 21827374 | 35600162 | 31549177
30.6 | 219.44068 88.261542 131.17914 | 6969281 | 21724936 | 34649074 | 30691106
30.7 | 217.76088 87.87092 129.88996 | 6916244 | 21623046 | 33736991 | 29867533
30.8 216.09958 87.481297 128.61828 | 6863690 | 21521735 | 32860148 | 29070204
30.9 | 214.45375 87.092857 127.3609 | 6811624 | 21420980 | 32008590 | 28303218

31 212.8258 86.705453 126.12035 | 6760036 | 21320778 | 31189153 | 27565988
31.1 211.21573 86.319086 124.89664 | 6708922 | 21221138 | 30401220 | 26855846
31.2 209.62352 85.933755 123.68977 | 6658281 | 21122078 | 29644184 | 26168525
31.3 208.04765 85.549573 122.49808 | 6608110 | 21023580 | 28912479 | 25506508
314 206.48733 85.166597 121.32073 | 6558410 | 20925640 | 28203146 | 24869317
31.5 204.94373 84.78474 120.15899 | 6509174 | 20828275 | 27519521 | 24253425
31.6 | 203.41686 84.404004 119.01286 | 6460400 | 20731489 | 26861123 | 23657644
31.7 | 201.90673 84.024387 117.88234 | 6412084 | 20635268 | 26227480 | 23083123
31.8 200.41033 83.646105 116.76422 | 6364232 | 20539610 | 25611966 | 22529470
31.9 198.92861 83.269091 115.65951 | 6316839 | 20444538 | 25016186 | 21992606

32 197.46223 82.893297 114.56893 | 6269900 | 20350040 | 24441149 | 21473585
32.1 196.01121 82.518722 113.49248 | 6223411 | 20256110 | 23886479 | 20972548
32.2 194.57536 82.145379 112.42998 | 6177369 | 20162748 | 23351506 | 20488608
323 193.15146 81.773513 111.37795 | 6131780 | 20069982 | 22829950 | 20016363
324 191.74168 81.402958 110.33872 | 6086635 | 19977790 | 22325551 | 19558758
325 190.34603 81.033715 109.31231 | 6041931 | 19922869 | 21838008 | 19115538
32.6 188.96449 80.665784 108.29871 | 5997664 | 19861304 | 21367021 | 18686452
32.7 187.59627 80.29923 107.29704 | 5953834 | 19797255 | 20910875 | 18271253
32.8 186.23982 79.934176 106.30565 | 5910439 | 19734170 | 20466666 | 17869697
32.9 184.89651 79.570513 105.32599 | 5867474 | 19672038 | 20036528 | 17481546
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33 183.56632 79.208241 104.35808 | 5824937 | 19602771 | 19620218 | 17103639
33.1 182.24927 78.84736 103.40191 | 5782823 | 19538566 | 19217499 | 16736054
33.2 180.94405 78.487975 102.45607 | 5741131 | 19485102 | 18826001 | 16380129
333 179.65041 78.130104 101.5203 | 5699857 | 19423550 | 18445161 | 16035662
334 178.36908 77.773691 100.59539 | 5658998 | 19362477 | 18075960 | 15702458
33.5 177.10006 77.418734 99.681328 | 5618551 | 19301878 | 17718205 | 15380323
33.6 175.84335 77.065235 98.778116 | 5578513 | 19241753 | 17371703 | 15069067
33.7 174.59595 76.713375 97.882579 | 5538872 | 19167814 | 17032052 | 14763449
33.8 173.35925 76.36307 96.996184 | 5499628 | 19121658 | 16701087 | 14466370
33.9 172.13363 76.014297 96.119332 | 5460781 | 19062065 | 16379195 | 14178244

34 170.91907 75.667056 95.252023 | 5422328 | 19002792 | 16066230 | 13898922
34.1 169.7156 75.321347 94.394255 | 5384265 | 18943837 | 15762048 | 13628259
342 168.5232 74.977171 93.54603 | 5346591 | 18885200 | 15466508 | 13366111
343 167.34187 74.634526 92.707348 | 5309301 | 18831900 | 15179471 | 13111786
344 166.17162 74.293414 91.878208 | 5272395 | 18749121 | 14900799 | 12861903
345 165.01244 73.953834 91.05861 | 5235868 | 18711189 | 14630357 | 12619103
34.6 163.86296 73.615851 90.24711 | 5199710 | 18653823 | 14366479 | 12383272
34.7 162.72206 73.279519 89.44255 | 5163911 | 18596773 | 14107845 | 12154299
34.8 161.59156 72.944751 88.646815 | 5128479 | 18540039 | 13856356 | 11932074
34.9 160.47145 72.611547 87.859904 | 5093413 | 18483620 | 13611899 | 11716489

35 159.36172 72.279908 87.081818 | 5058709 | 18426035 | 13374362 | 11506260
35.1 158.26239 71.949834 86.312556 | 5024365 | 18346518 | 13143637 | 11300205
35.2 157.17344 71.621324 85.552119 | 4990378 | 18316159 | 12919617 | 11099722
353 156.09488 71.29438 84.8005 | 4956746 | 18260951 | 12702195 | 10904725
354 155.02671 70.968999 84.057718 | 4923466 | 18206049 | 12491267 | 10715129
35.5 153.9648 70.645338 83.319469 | 4890505 | 18151453 | 12282654 | 10530850
35.6 152.91187 70.323295 82.588576 | 4857881 | 18097164 | 12078998 | 10351805
35.7 151.86834 70.002853 81.86549 | 4825594 | 18035786 | 11880650 | 10176416
35.8 150.83422 69.684013 81.150211 | 4793643 | 17981425 | 11687528 | 10004876
35.9 149.80951 69.366774 80.442738 | 4762025 | 17935946 | 11499553 | 9837766

36 148.7942 69.051136 79.743071 | 4730737 | 17882788 | 11316649 | 9675022
36.1 147.78831 68.7371 79.051211 | 4699778 | 17829923 | 11138738 | 9516577
36.2 146.79182 68.424665 78.367158 | 4669144 | 17777350 | 10965744 | 9362367
36.3 145.80325 68.11386 77.689397 | 4638821 | 17725070 | 10796435 | 9212327
36.4 144.82109 67.804713 77.016378 | 4608791 | 17660412 | 10629581 | 9064765
36.5 143.84745 67.497184 76.350273 | 4579073 | 17621228 | 10466796 | 8920703
36.6 142.88235 67.191272 75.691084 | 4549664 | 17569722 | 10308021 | 8780201
36.7 141.92578 66.886979 75.03881 | 4520563 | 17518490 | 10153197 | 8643208
36.8 140.97775 66.584304 74.393451 | 4491766 | 17467535 | 10002269 | 8509671
36.9 140.03825 66.283246 73.755008 | 4463272 | 17416857 | 9855178 | 8379541

37 139.10728 65.983807 73.12348 | 4435079 | 17369669 | 9711869 | 8252539
37.1 138.18485 65.685985 72.49886 | 4407185 | 17299061 | 9572288 | 8127649
37.2 137.26791 65.389766 71.878143 | 4379550 | 17266494 | 9434384 | 8005687
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37.3 136.35834 65.09516 71.263183 | 4352197 | 17216936 | 9299370 | 7886611
374 135.45656 64.802168 70.654396 | 4325128 | 17167658 | 9167473 | 7770382
37.5 134.56257 64.51079 70.051782 | 4298340 | 17118660 | 9038649 | 7656959
37.6 133.67636 64.221027 69.45534 | 4271833 | 17069942 | 8912858 | 7546301
37.7 132.79794 63.932878 68.865071 | 4245604 | 17019464 | 8790055 | 7437931
37.8 131.92731 63.646343 68.280974 | 4219652 | 16951845 | 8670199 | 7331516
37.9 131.06447 63.361422 67.70305 | 4193973 | 16925323 | 8553249 | 7227495

38 130.20839 63.078085 67.130312 | 4168553 | 16877649 | 8438601 | 7125835
38.1 129.35782 62.796294 66.561534 | 4143371 | 16830245 | 8325526 | 7026503
38.2 128.5144 62.516097 65.998302 | 4118448 | 16783111 | 8214906 | 6929469
383 127.67811 62.237495 65.440617 | 4093784 | 16736248 | 8106708 | 6834701
38.4 126.84896 61.960488 64.888479 | 4069376 | 16682927 | 8000899 | 6741619
38.5 126.02696 61.685076 64.341888 | 4045223 | 16636573 | 7897448 | 6650345
38.6 125.2121 61.411259 63.800843 | 4021323 | 16597263 | 7796322 | 6561049
38.7 124.40438 61.139036 63.265345 | 3997675 | 16551477 | 7697492 | 6473707
38.8 123.6038 60.868408 62.735394 | 3974276 | 16505963 | 7600925 | 6388291
38.9 122.80812 60.59925 62.208877 | 3951088 | 16460721 | 7505552 | 6304776

39 122.01865 60.331635 61.687017 | 3928132 | 16415751 | 7411958 | 6223138
39.1 121.23575 60.065583 61.170169 | 3905412 | 16360062 | 7320296 | 6142707
39.2 120.45942 59.801093 60.658331 | 3882926 | 16318513 | 7230540 | 6063920
39.3 119.68967 59.538167 60.151503 | 3860672 | 16282062 | 7142665 | 5986774
394 118.92649 59.276805 59.649687 | 3838650 | 16237992 | 7056647 | 5911248
39.5 118.16988 59.017005 59.15288 | 3816858 | 16194169 | 6972463 | 5837321
39.6 117.41985 58.758768 58.661085 | 3795294 | 16150594 | 6890089 | 5764973
39.7 116.67578 58.502044 58.173738 | 3773944 | 16109293 | 6809223 | 5694072
39.8 115.93675 58.246756 57.69 | 3752787 | 16049645 | 6729432 | 5624250
39.9 115.20388 57.992995 57.210886 | 3731845 | 16021204 | 6651205 | 5555815

40 114.47716 57.740763 56.736397 | 3711117 | 15978534 | 6574521 | 5488748
40.1 113.75659 57.490059 56.266532 | 3690602 | 15936100 | 6499362 | 5423034
40.2 113.04217 57.240883 55.801292 | 3670298 | 15893903 | 6425708 | 5358654
40.3 112.33391 56.993235 55.340676 | 3650204 | 15851944 | 6353542 | 5295594
40.4 111.6318 56.747116 54.884685 | 3630319 | 15808136 | 6282845 | 5233640
40.5 110.93584 56.502524 54433319 | 3610641 | 15751110 | 6213599 | 5172687
40.6 110.24413 56.259295 53.984839 | 3591137 | 15727459 | 6145197 | 5112898
40.7 109.55769 56.017517 53.540178 | 3571824 | 15686437 | 6077946 | 5054262
40.8 108.87691 55.777224 53.099685 | 3552706 | 15645654 | 6011948 | 4996762
40.9 108.20177 55.538416 52.663361 | 3533783 | 15605108 | 5947191 | 4940386

41 107.53229 55.301092 52.231205 | 3515053 | 15564802 | 5883658 | 4885121
41.1 106.86846 55.065253 51.803216 | 3496514 | 15518928 | 5821337 | 4830535
41.2 106.21029 54.830898 51.379396 | 3478167 | 15464363 | 5760212 | 4776767
41.3 105.55777 54.598028 50.959744 | 3460009 | 15445008 | 5700269 | 4723930
41.4 104.91029 54.366574 50.543718 | 3442028 | 15405506 | 5641332 | 4672013
41.5 104.26675 54.136412 50.130347 | 3424204 | 15366223 | 5583103 | 4621004
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41.6 103.62842 53.907684 | 49.720737 | 3406558 | 15327159 | 5525901 | 4570895
41.7 102.99527 53.680388 49.31489 | 3389090 | 15288314 | 5469715 | 4521675
41.8 102.36733 53.454526 | 48.912804 | 3371797 | 15249689 | 5414534 | 4473333
41.9 101.74457 53.230097 | 48.514481 | 3354680 | 15211285 | 5360346 | 4425859

42 101.12702 53.007101 48.119919 | 3337736 | 15173102 | 5307140 | 4379244
42.1 100.51465 52.785537 | 47.729119 | 3320965 | 15135141 | 5254906 | 4333478
42.2 99.907489 52.565407 | 47.342082 | 3304367 | 15097403 | 5203631 | 4288551
42.3 99.304078 52.346498 46.957579 | 3287910 | 15059887 | 5152964 | 4244454
42.4 98.705128 52.128913 46.576215 | 3271607 | 15023888 | 5103066 | 4201059
42.5 98.110982 51.912704 | 46.198278 | 3255467 | 14973626 | 5054010 | 4158113
42.6 97.52164 51.69787 45.82377 | 3239486 | 14941392 | 5005786 | 4115909
42.7 96.937101 51.484411 45.45269 | 3223665 | 14911630 | 4958386 | 4074440
42.8 96.357365 51.272327 | 45.085038 | 3208002 | 14875074 | 4911800 | 4033698
42.9 95.782433 51.061618 44.720815 | 3192496 | 14838729 | 4866020 | 3993674

43 95.212305 50.852285 44.360019 | 3177148 | 14802596 | 4821037 | 3954361
43.1 94.646566 50.644255 44.002311 | 3161946 | 14766676 | 4776754 | 3915750
43.2 94.084334 50.437373 43.64696 | 3146870 | 14730969 | 4732977 | 3877835
43.3 93.526565 50.231808 43.294757 | 3131941 | 14695475 | 4689904 | 3840607
43.4 92.973261 50.027558 42.945702 | 3117158 | 14660195 | 4647526 | 3804059
43.5 92.424419 49.824625 42.599794 | 3102520 | 14625131 | 4605838 | 3768184
43.6 91.880042 49.623007 | 42.257034 | 3088027 | 14593150 | 4564832 | 3732903
43.7 91.340128 49.422706 | 41.917422 | 3073677 | 14546653 | 4524502 | 3697776
43.8 90.804678 49.22372 | 41.580957 | 3059469 | 14508006 | 4484839 | 3663220
43.9 90.273691 49.02605 41.247641 | 3045404 | 14486652 | 4445838 | 3629229

44 89.745242 48.829291 40.91595 | 3031435 | 14452519 | 4407146 | 3595797
44.1 89.220181 48.633622 | 40.586558 | 3017582 | 14418588 | 4368915 | 3562919
44.2 88.69904 48.439155 40.259885 | 3003856 | 14384861 | 4331233 | 3530588
44.3 88.181819 48.245889 39.93593 | 2990258 | 14351337 | 4294096 | 3498799
44.4 87.668518 48.053825 39.614693 | 2976785 | 14318018 | 4257499 | 3467546
44.5 87.159137 47.862962 39.296175 | 2963438 | 14284903 | 4221435 | 3436825
44.6 86.653676 47.673301 38.980375 | 2950215 | 14251994 | 4185901 | 3406628
44.7 86.152135 47.484842 38.667293 | 2937117 | 14219291 | 4150892 | 3376952
44.8 85.654514 47.297584 38.356929 | 2924142 | 14190920 | 4116401 | 3347790
44.9 85.160813 47.111528 38.049284 | 2911290 | 14147934 | 4082425 | 3318725

45 84.671032 46.926674 37.7744357 | 2898560 | 14105260 | 4048958 | 3290106
45.1 84.185171 46.743021 37.442149 | 2885952 | 14090082 | 4015996 | 3261928
45.2 83.703229 46.56057 37.142659 | 2873465 | 14058222 | 3983534 | 3234187
45.3 83.225208 46.379321 36.845887 | 2861098 | 14026552 | 3951567 | 3206879
45.4 82.751107 46.199273 36.551834 | 2848851 | 13995071 | 3920090 | 3179999
45.5 82.280925 46.020426 36.260498 | 2836723 | 13963781 | 3889099 | 3153543
45.6 81.814664 45.842782 35.971882 | 2824714 | 13932680 | 3858589 | 3127507
45.7 81.350277 45.665923 35.684354 | 2812778 | 13901771 | 3828263 | 3101888
45.8 80.888811 45.490063 35.398748 | 2800938 | 13871054 | 3798270 | 3076680
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45.9 80.430954 45.31534 | 35.115613 | 2789208 | 13840529 | 3768703 | 3051881

46 79.976703 45.141756 34.834946 | 2777588 | 13810196 | 3739560 | 3027486
46.1 79.526061 44.969311 34.55675 | 2766078 | 13775592 | 3710837 | 3003224
46.2 79.079026 44.798003 34.281023 | 2754676 | 13736164 | 3682529 | 2979278
46.3 78.6356 44.627833 34.007766 | 2743382 | 13713312 | 3654633 | 2955680
46.4 78.195781 44.458802 33.736978 | 2732195 | 13690298 | 3627146 | 2932428
46.5 77.759569 44.290909 33.46866 | 2721116 | 13660768 | 3600064 | 2909519
46.6 77.326966 44.124154 33.202811 | 2710144 | 13631417 | 3573383 | 2886949
46.7 76.89797 43.958537 32.939433 | 2699277 | 13602247 | 3547100 | 2864716
46.8 76.472582 43.794058 32.678523 | 2688516 | 13573256 | 3521211 | 2842816
46.9 76.050801 43.630717 32.420084 | 2677860 | 13544447 | 3495712 | 2821246

47 75.632629 43.468515 32.164114 | 2667309 | 13515819 | 3470601 | 2800004
47.1 75.218064 43.307451 31.910613 | 2656861 | 13487373 | 3445874 | 2779086
47.2 74.807107 43.147524 31.659582 | 2646517 | 13459109 | 3421527 | 2758490
47.3 74.399758 42.988736 31.411021 | 2636277 | 13428300 | 3397557 | 2738042
47.4 73.993231 42.830475 31.162756 | 2626080 | 13391889 | 3373619 | 2717819
47.5 73.588805 42.673021 30.915783 | 2615954 | 13369533 | 3349869 | 2697876
47.6 73.187545 42.516609 30.670935 | 2605921 | 13347397 | 3326436 | 2678209
47.7 72.789451 42.361238 30.428212 | 2595980 | 13319884 | 3303319 | 2658817
47.8 72.394523 42.206908 30.187615 | 2586131 | 13292539 | 3280514 | 2639698
47.9 72.002762 42.053619 | 29.949142 | 2576373 | 13265363 | 3258019 | 2620849

48 71.614167 41.901372 | 29.712795 | 2566706 | 13238357 | 3235832 | 2602267
48.1 71.228738 41.750166 | 29.478572 | 2557131 | 13211520 | 3213949 | 2583951
48.2 70.846476 41.600001 29.246475 | 2547645 | 13184854 | 3192369 | 2565898
48.3 70.46738 41.450877 29.016502 | 2538249 | 13158359 | 3171089 | 2548106
48.4 70.09145 41.302795 28.788655 | 2528943 | 13132035 | 3150107 | 2530573
48.5 69.718687 41.155754 28.562932 | 2519726 | 13104605 | 3129419 | 2513190
48.6 69.34909 41.009754 28.339335 | 2510597 | 13070997 | 3109025 | 2495970
48.7 68.982659 40.864796 28.117863 | 2501557 | 13037634 | 3088921 | 2478976
48.8 68.619395 40.720879 | 27.898515 | 2492605 | 13028057 | 3069106 | 2462206
48.9 68.259296 40.578003 27.681293 | 2483740 | 13002452 | 3049576 | 2445660

49 67.902365 40.436168 27.466196 | 2474962 | 12977006 | 3030330 | 2429334
49.1 67.546129 40.29479 | 27.251338 | 2466221 | 12951721 | 3011118 | 2413228
49.2 67.191581 40.154103 27.037477 | 2457536 | 12926595 | 2992038 | 2397339
49.3 66.839792 40.014361 26.82543 | 2448929 | 12901631 | 2973198 | 2381666
49.4 66.490762 39.875564 26.615198 | 2440400 | 12876827 | 2954595 | 2366207
49.5 66.144491 39.737711 26.40678 | 2431949 | 12852184 | 2936228 | 2350960
49.6 65.80098 39.600804 26.200176 | 2423574 | 12827704 | 2918095 | 2335924
49.7 65.460228 39.464841 25.995386 | 2415276 | 12803301 | 2900195 | 2321039
49.8 65.122234 39.329824 25.79241 | 2407055 | 12772313 | 2882525 | 2306282
49.9 64.787 39.195751 25.591249 | 2398910 | 12741553 | 2865084 | 2291712

50 64.454526 39.062623 25.391902 | 2390840 | 12725208 | 2847870 | 2277328
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Appendix C

First, import the generated data from COMSOL Multiphysics into an Excel file. Then, transfer the
data from the Excel file to a MATLAB file to create graphs for analysis, which will be discussed
later in the discussion section. The following MATLAB code was written for the data mentioned

in Appendix B. A Similar approach was implemented for analysis of other data.

%exporting excel data (hardening function)

clear all;%close all

write_fig=0;

T=xlsread('hardening function.xIsx','sheetl',’A4:E504");
sur withTR=T(:,2);

sur withoutTR=T(:,3);

cor_ withTR=T(:,4);

cor_withoutTR=T(:,5)

time=T(:,1);

figure(1);

plot(time,sur_withTR,'r");

hold on

plot(time,sur_withoutTR,'m'");

hold on

plot(time,cor withTR,'b");

hold on

plot(time,cor withoutTR,'k")

xlabel('time (s)');

ylabel(‘hardening function,(N/m”2)");

title ('surface with TRIP','surface without TRIP','core with TRIP','core withour TRIP")

hold off
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