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1. Introduction

Over the years, adoption of multi-agent systems (MAS) for industrial purposes
drew attention of researchers focused on various types of processes. Constant flow of
novel, more computationally powerful systems additionally increased accessibility and
supported wider adaptation of MAS. On the other hand, some branches of industries, like
biotechnological process control meet with relatively small count of research interest
regarding MAS use, despite being considered as areas with high potential for introduction
of such approaches. This dissertation is a summary of author’s research focused on
evaluating usefulness and feasibility of applications based on agent-based systems in
biotechnological process control.

1.1. Agents and multi-agent systems

The use of term “agent” in the context of software development and artificial
intelligence can be tracked back to 1970s [1, 2] when the first research works in this area
has begun. The topic of “agents” started to focus increasing academic interest around
1990s. During following years many research facilities investigated the potential of agents
and agent-based programming. These are also the times, when the discussion over
a definition of what is an “agent” started to grow. The problem of vague agent terminology
and lack of universal definition and standardization gained popularity [3]. In the multiple
systematization attempts agents were described as e.g. “computer programs that simulate
a human relationship by doing something that another person could do” [4], “persistent
software entity dedicated to a specific purpose” [5]. Other researches tried to use more
generic terminology like describing agents as “integrated reasoning processes” [6].
Difficulties in finding universal description of the agent were mostly caused by the fact
that agents were investigated in the context of various areas like business management,
telecommunication, modeling of social behaviors or manufacturing. Researchers from
every field tried to use agents in a different way, according to their individual needs and as
a result, opinions regarding the most important aspects of agents varied. These efforts were
additionally complicated by the introduction of new terms based on “agents” like software
agents [7], autonomous agents [8], mobile agents [9] etc. This situation caused some
researchers to state that finding one definition that will match all use cases of agents is not
possible [1, 10].

Currently, after around 30 years from the beginning of this discussion, there is still
no standardized definition of an “agent” which might suggest that such universal term
indeed could not be found. However, over the years some terminologies gained popularity
and are widely used as agents’ descriptions in research papers. The most popular is
probably the concept of agent presented by Wooldridge and Jennings [11] which states that
agents are autonomous beings with social abilities capable to act both proactively and
reactively. Wooldridge later adapted this definition to prepare another, more generic
statement that “an agent is a computer system that is situated in some environment and that
is capable of autonomous action in this environment in order to meet its design
objectives” [12]. Both definitions were used by the author of this dissertation to interpret
what should be called an “agent”.
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Multi-agent systems are distributed systems that group multiple agents. The final
result of MAS activity should be achieved by collective effort of all agents in the system,
while each agent would try to reach its own designed objective. The main difference
between MAS and a conventional distributed systems is an approach to design parts of the
system. In case of MAS, every part of the system (i.e. agent) has set goal that it tries to
autonomously achieve. There is no explicitly set global goal that all of agents are aware of
and try to collectively achieve. Instead, if there is an objective set for the whole system, it
should be achievable through agents reaching their individual goals. To reach specified
objectives, agents might establish relations with other agents and use each other’s
capabilities through cooperation and coordination. However, agent’s autonomy induces
that these relations should not be strictly pre-defined, agents should start these relations by
themselves. On the other hand, in conventional distributed systems, the global goal is often
the only objective set and every part of the system is prepared with that goal in mind.
Additionally, in these systems, relations between components are usually already
predefined.

1.2. Biotechnological processes

Microorganisms are harnessed for many purposes in various branches of industry.
Starting from a food industry where biological systems are used in e.g. bread, cheese and
many other food and beverage production using traditional mechanisms known for
centuries. More modern use cases include utilization of biotechnological systems in a large
scale production of amino acids, antibiotics, enzymes, organic acids, pharmaceuticals or
vitamins [13]. According to analyses, markets for products of biotechnological systems
constantly grow [14]. Perspectives for future growth are also promising, mostly due to
global focus on development of zero-waste and zero-emission industries, in which
biotechnological systems are the main sources of biofuels, biogases and biopolymers.
Wastewater treatment processes based on activated sludge also fit in this category [15].
Another potentially beneficial factor is the development of genetic engineering that enables
better tailoring of microorganisms to specific processes by applying direct modifications to
theirs genomes [16, 17]. Control of the biotechnological systems however is
challenging - some signals cannot be measured, others are obtainable only through manual
laboratory procedures making then unavailable online. On top of that, behavior of
a microorganism colonies is often difficult to predict [18].

This dissertation focuses on application of MAS to two types of biotechnological
processes used commonly in industry — activated sludge wastewater treatment, specifically
control of dissolved oxygen (DO) concentration in this process and lactic acid
fermentation.

Keeping a dissolved oxygen concentration at a desired level is one of main control
tasks during the removal of nitrogen and phosphorus compounds in wastewater treatment.
Dissolved oxygen concentrations outside of optimal range negatively impact process
efficiency and in extreme cases may irreversibly degrade a microbial life inside a reactor.
This process is considered difficult to control due to its nonlinearities and difficulties in
measurements of activated sludge state and wastewater quality. Over the years many
methods to control a dissolved oxygen concentration were proposed. Adaptive
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backstepping algorithm is proposed in [19]. Other approaches to adaptive DO control
include usage of coyote optimization algorithm [20] or reinforced learning [21]. In [22]
authors proposed an approach where adaptation mechanism is implemented as an online
procedure. Online procedures are also presented in [23], but in this case they are used to
estimate oxygen uptake rate (OUR) used in predictive control algorithm. Other approaches,
that incorporate predictive control algorithms are [24, 25] where data based, and genetic
algorithms were used respectively. A Boundary-Based Predictive Controller (BBPC) is
presented in [26]. In this case, predictive algorithm is used to control DO concentration
using the ON-OFF pump. Dissolved oxygen control can be also considered as one of the
objectives in multi-objective wastewater treatment control approaches [27, 28]. Other
propositions include application of fuzzy neural networks [29], hierarchical control
[30, 31], feedback-feedforward algorithms [32] or PWM control with Kalman filter used to
estimate OUR [33].

Lactic acid (LA) is widely used as a substrate in chemical, cosmetics, food and
pharmaceutical industries, it is also a base for poly-lactic acid — a biodegradable
polymer [34]. The use of lactic acid constantly grows and is estimated to reach almost
2 million tons in 2025 [35]. Control of LA production is focused on maximizing the
amount of produced lactic acid while minimizing the usage of substrates. Similarly to DO
control, main difficulties come from high nonlinearities of the process and unavailability of
online measurements of parameters directly related to microbial life inside the bioreactor
[36]. Adaptive control algorithms for LA production control are presented in [37, 38],
another approach to LA lactic acid production control uses Kalman filters as shown in
[39, 40]. Genetic algorithms for LA control are presented in [41], in [42] authors present
a sliding mode observer for estimation of biomass and lactic acid concentration based on
glucose uptake. Lastly [36, 37] propose an approach where the control objective is oriented
on substrate supply control.

1.3. MAS in industry

Over the years multi-agent systems were successfully applied for tasks from
various areas of life and many branches of industry, providing a cogent proof of MAS
versatility and ability to perform difficult tasks.

One of the most prolific fields for agent-based system application is a management
and load control of smart grids. In this area, multi-agent systems are used for power flow
management [43-48], energy market implementation [49, 50] and load shedding
allocation [51]. Flexibility of agents and reconfigurability of agent-based systems is
facilitated in self-healing smart-grid systems [52, 53].

Another area, where MAS ability to runtime reconfiguration is expected to be the
most beneficial is manufacturing control systems [54, 55]. Reconfigurable MAS were
implemented in Plug & Produce manufacturing systems [56, 57]. Besides implementation
applied to factory test beds [58] these types of systems were also applied in large scale
manufacturing plants for the automotive sector [59, 60], washing machine manufacturing
[61] or mobile robots control [62].

Other industries, where MAS were successfully applied include transportation and
logistics, where agent-based systems were used as traffic management systems in road
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[63-66], rail [67, 68] and air [69-71]. Additionally, MAS was also used as routing and
scheduling system [72,73]. Use cases of MAS adoption into systems related with oil
production management can also be found in a literature [74]. Most of these
implementations focus on oil plant and infrastructure supervision [75-77], but other
applications like MAS based system for prevention of vandalism acts on oil infrastructure
can be found as well [78]. MAS are also applied in modern smart-buildings, mostly for
energy management, illumination and temperature control [79-83]. In a similar way to
smart-grid management, MAS are also used in radio networks management to balance
available resources load [84, 85]. An area where agent-based solutions were able to gain
a significant popularity over last years is cooperative control and consensus algorithms
[86]. These applications are used in formation control problem [87, 88] and to improve
cooperation of multiple surveillance unmanned air vehicles (UAVs) [89].

For continuous processes, MAS is used in systems dedicated to decision support
[90], supervisory [91], monitoring [92], fault detection [93] and as systems responsible for
a direct control of the process. However, the last use case is met less often than the
previous ones. Applications of MAS for process control can be found in gas pressure
control [94], grinding process [95], incineration control [96], water level control [97], steel
production [98] or internal combustion engine tuning [99]. Model-based reconfigurable
control system is presented in [100]. However, according to author’s best knowledge,
MAS dedicated to biotechnological systems are scarcely found in the literature. Notable
examples include multi-agent supervisory, knowledge-based systems and its application to
the real wastewater treatment plant [101, 102], self-organizing MAS tested on
a prey-predator problem simulation [103], agent-based decision support system for the
wastewater treatment process [104] and MAS used to identify the state of the
biotechnological process [105].

1.4. MAS potential to adaptation in biotechnological processes

Initial investigation of MAS potential to adaptation in biotechnological processes
can be started by analyzing how well this type of processes fits in categories of problems
that agent-based systems are considered efficient at solving. In [12] methodology for such
analysis is presented, this approach consists of four statements, that should be evaluated in
the context of the problem to solve. The statements are as follows:

a) “The environment is open, or at least highly dynamic, uncertain or complex”

b) “Agents are natural metaphor”

c) “Distribution of data, control or expertise”

d) “Legacy system.”

According to author’s analysis, statements a) and c) are good descriptions of the
main challenges of biotechnological processes control. Complex dynamics and
uncertainties resulting from measurement difficulties are one of the main obstacles in
efficient biotechnological processes control. This type of processes is also characterized by
high distribution of data — only part of the measurements is done automatically and
available online. The rest is either unavailable (the only source of the data, if any, is
through estimations) or available through manual, laboratory measurements. Remaining
two factors might also describe biotechnological processes e.g. parts of wastewater
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treatment (e.g. aeration or wastewater control loops) can be presented as a separate agent
or group of agents. To minimize potential downtime, it is sometimes beneficial to not
completely replace an old system with MAS but to integrate the legacy system with it
instead. This analysis can be confirmed by [18], where authors present matching
conclusions.

However, as presented in previous part of this chapter, the adoption of MAS into
biotechnological processes is relatively poor, limited to the one large scale implementation
of supervisory system over two decades ago and some preliminary, small scale research. In
case of biotechnological processes, one of the most important features of control system
candidates is their reliability and redundancy. In the biotechnological process control,
similarly to other types of continuous processes, a potential downtime should be reduced to
minimum. On the other hand, one of the main challenges regarding adaptation of
multi-agent solutions is their lack of standardization and common knowledge about the
development of agent-based systems. This slows down the introduction of these types of
systems in large scale industrial applications [106-108]. These issues might additionally
suggest that maintaining high reliability with agent-based systems in its current state might
be significantly more difficult than in conventional approaches, where a design and
verification procedures are strictly standardized.

In author’s opinion in case of the biotechnological process control, ensuring MAS
reliability should be considered at least as important as facilitating its advanced problems
solving abilities. Based on multiple MAS use cases in various research this ability can be
already considered well examined and proven. System’s reliability should be ensured in
both development and runtime phases. Developing fail proof systems usually requires an
usage of established, well-known set of procedures and good practices. Runtime reliability
can be improved by set of software features. In author’s opinion one of the attributes of
MAS that might positively impact its reliability is the ability to perform an online
reconfiguration. This aspect of multi-agent systems was usually facilitated in
manufacturing processes to reduce downtime between the change of production processes
[58, 109]. However, it might also allow the MAS to better adapt to uncertain, changing
conditions of controlled biotechnological process and to potential faults of control or
measurement equipment which in turn might improve system’s reliability and overall
control quality by adjusting to changes inside the bioreactor.

As a result of this analysis the thesis is proposed that using an agent-based
system, which is built based on a set of development rules for biotechnological
processes, enables development of a control system with a reconfigurable structure
which is able to adjust to conditions in controlled processes to achieve satisfactory
control quality, improving MAS feasibility and proving its usability.

Both feasibility and usefulness are user oriented, subjective features. In the
dissertation, usefulness is interpreted as evaluation whether the system is able to complete
stated objectives, meets user’s needs and provides or might provide in some specific
circumstances an advantage over alternative solutions. The main criterion of usefulness
evaluation stated in the thesis is the MAS ability to facilitate system’s reconfigurable
structure to optimize control quality.
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Agent-based system feasibility will be assessed through feasibility studies.
Feasibility studies are usually performed to evaluate project’s potential to succeed by
estimating probability of project’s successful finish, its expected costs and projected
benefits. Such studies are often performed by enterprises prior to start of large scale
initiatives and are performed according to detailed checklists. However, in author’s
opinion this approach is not suitable for needs of the dissertation — projects are orders of
magnitude smaller in scale and the feasibility is estimated in more general meaning.
Because of that, author decided to use general approach to evaluate MAS feasibility i.e.
answer two following questions:

- Are multi-agent systems capable of controlling biotechnology systems?

- Do benefits from MAS adaptation justify its use over alternative solutions?

To evaluate MAS feasibility author will try to answer these questions at the end of
the dissertation using the evidence from its own studies and literature.

1.5. Structure of chapters

Chapter 2 presents available tools for multi-agent systems development, in chapter
3 processes used for verification of prepared MAS solutions are described. Chapters 4 and
5 are focused on pilot studies regarding implementation of MAS systems which led to
preparation of set of development rules and the ontology presented in chapters 5 and 6.
Chapters 7 and 8 describe feasibility studies on MAS implementations that apply prepared
rules of development, lastly chapter 9 presents final conclusions.
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2. Tools for MAS development

Growing popularity of agent-based solutions generated a demand for tools designed
to simplify a development process of multi-agent systems. Various open and closed source
frameworks for MAS development were published over the years. Some projects grew in
popularity and are still developed today, others were replaced by more modern alternatives.
This chapter provides short description of currently available agent-based frameworks,
discusses current trends, explains author’s MAS framework choice and describes technical
limitations of frameworks in relation to control of real-time processes.

MAS based frameworks grew together with rising popularity of multi-agent
systems. Development in this research field resulted in wide choice of tools for agent-
based systems building. Ranging from general purpose open source platforms to
proprietary, highly specialized toolkits. This chapter focuses on general purpose
development frameworks.

JADE (Java Agent Development Framework) is one of the oldest but also the most
popular agent-based frameworks currently in use. JADE is open source and uses Java to
create multi-agent platforms [110]. It was first published in 1998 and is constantly
developed up to this date [111]. According to many surveys it is the most popular MAS
framework in both research and industry [112,113]. Authors of this tool declare full
conformance with The Foundation for Intelligent Physical Agents (FIPA) agent-oriented
specifications [114], which is source of widely accepted standards describing e.g. inter-
agent communication. Over the years many additional tools were created that extend JADE
functionality, e.g. WADE allows to build agent behaviors according to the workflow
metaphor [115], BDI4JADE provides belief desire intention architecture on top of
JADE [116]. Similar extension to BDI4JADE is JADEX that extends JADE with rational
agents [117]. One of the newest extensions is JADESCRIPT created by the original authors
of JADE as an answer to declared high entry level of agent-based programming. The
purpose of JADESCRIPT is to simplify MAS development though introduction of
beginner friendly scripting language [111, 118].

ASTRA might be considered as an alternative to JADE, which is also open-source
and JAVA based framework. ASTRA is a combination and evolution of AgentSpeak and
Teleo Reactive programming languages. It is designed in a way that should make it more
accessible to developers with experience in lower-level languages like C [119].

JACK is also a Java based agent development framework, but accessible under
proprietary license. JACK is an environment for building, running and integrating
commercial-grade multi-agent systems based on belief desire intentions approach [120].

Historically Java was by far the most popular programming language used in MAS
tools development [112]. However, according to author’s recent observations, rise of
agent-oriented tools based on Python is noticeable. One of the most established MAS
frameworks based on Python is SPADE that over the years grew to a large scale
comprehensive multi-agent systems platform. Its set of features includes e.g. IOT artifact
connections or SPADE-LLM that allows integration of large language models (LLM) into
MAS [121].
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Other new, but quickly growing agent-based platforms built with Python are BSPL
[122] and PIAF that similarly to JADE declares FIPA compliance [123].

Agent based frameworks grow and change dynamically over the years. In author’s
opinion, the best sources of up to date information regarding MAS frameworks are
periodically published platforms reviews, one of current and the most comprehensive
reviews can be found in [124].

Multi-agent systems in this dissertation are built using JADE framework. JADE
was chosen because of its overall high popularity. JADE is used more often than other
frameworks presented in this chapter. Such high popularity is resulting in a large number
of tutorials and learning sources. This in fact is directly related with the topic of the
dissertation. Large choice of learning sources indicates, that guidelines for developing
JADE based agents are already prepared and thoroughly verified. Using these guidelines
should simplify development process of single agents. This should allow author to pay
more attention to the development of MAS in the context of biotechnological processes
instead of struggling with technical difficulties regarding agents’ implementation.
Preparation of similar set of guidelines is one of the main objectives of the dissertation as
stated in previous chapter. The additional positive factor is JADE’s full FIPA compliance.
Although standard’s compliance is not strictly required in this research, it is in general
a demanded feature in tools used in industry. This choice was successfully verified during
the first MAS implementation described in chapter 4.

2.1. MAS tools in real-time environments

Control of real processes usually requires that control systems comply with hard
real-time requirements. Presented MAS tools are built on Java and Python, which by
design are not suitable in hard real-time environments what was also verified
experimentally [125] (although these tools might be suitable for soft real-time tasks [126]).

Some approaches to overcome this limitation are proposed in literature. One of the
approaches describes hybrid agent architecture, where agents are built from two
components. Real time component is responsible of control and other related real-time
aspects, while a non-real-time part is responsible to handle typical agent tasks [59, 127,
128]. In [126, 129] division of real-time tasks from MAS is proposed. In this hierarchical
approach multi-agent systems runs in non-real-time regime, while all the hard real-time
tasks are designated to a low level component. MAS can be either located at the same
machine as the real-time component, it is then called an on-device system, or may reside in
the other machine creating a hybrid system. Communication between agents and real-time
components might be either direct, or performed indirectly e.g. through OPC UA server,
these communication schemas are called tightly coupled and loosely coupled respectively.

In this dissertation experiments using real objects facilitate the hybrid, loosely
coupled approach, while experiments based on simulations use the on-device, loosely
coupled approach. In author’s opinion setting up connection through well-established
protocols like OPC UA is easier to maintain and more flexible than direct communication.
Hybrid approach is used for real objects, because the ones used in this dissertation are open
to academic society, making it difficult to set up and run a custom control systems locally,
hybrid systems grant more flexibility in that regard.
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3. Biotechnological processes used in MAS verification

Every agent-based control system presented in following chapters was verified by
using it to control one of biotechnological processes. Whenever possible, systems were
incorporated in control of a real test plant, otherwise process simulations were used. For
every project in this dissertation, verification was performed on one of two
processes - dissolved oxygen concentration control in wastewater treatment process or
lactic fermentation control.

3.1. Dissolved oxygen concentration control

Keeping dissolved oxygen concentration at a desired level is an essential task for an
effective control of many biotechnological processes, including wastewater treatment.
Microorganisms living in a bioreactor require specific oxidizing conditions to maintain
their growth. When DO concentration drifts from optimal levels, microorganisms might
become unable to perform required actions at an expected rate. That can cause a significant
drop of process efficiency [130]. In the worst case, the microbial life inside the bioreactor
may deteriorate leading to irreversible changes to microorganisms composition and
resulting in an expensive and time demanding restart of the process [131]. In case of the
activated sludge wastewater treatment process, the dissolved oxygen concentration in an
aeration phase should be kept around 2 (mg/l). Lower concentrations result in drop of
nitrification efficiency and support faster growth of filamentous bacteria which, when in
excess, cause difficulties in sedimentation stage. On the other hand, DO concentration
level above 3 (mg/l) does not cause better treatment results and raises exploitation costs by
raising energy consumption for air pumping[132].

In the dissertation, two versions of dissolved oxygen control in wastewater
treatment process are used for verification of implemented MAS. The dissolved oxygen
control simulation, implemented in LabVIEW environment is mostly used for preliminary
verification, while final measurements are performed on the real, laboratory scale test
plant.

3.1.1. Laboratory scale test plant

Schema of laboratory scale test plant used in MAS verification is presented in fig.
3.1 and real plant is presented in fig. 3.2. The laboratory setup includes a well-mixed fed-
batch bioreactor with constant liquid level, where biological removal of organic waste is
performed. DO is measured with the sampling time 1 (s) using Hach Lange SC200 meter
with a dissolved oxygen probe. Biomass inside the bioreactor is fed with substrate
transported by a peristaltic pump, substrate flow can be manipulated to induce changes of
process load. During experiments organic substrate prepared from 6 (g) of peptone per
1000 (ml) of water is fed to the reactor by the 150 (ml/h) peristaltic pump. Sensors and
most of the actuators are connected to the NI-9074 CompactRIO controller, a variable
speed pump is connected to the separate NI-9074 CompactRIO controller. The ON-OFF
air pump is limited to run in 30 (s) aeration cycles. During each aeration cycle it is turned
ON for 2 (s). ON-OFF pump’s air dosage needed to be limited because it has too high
efficiency in relation to reactor needs. The last part of the setup is a desktop PC that
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exchanges data with controllers using LabVIEW Network-Published Variables and
publishes variables using OPC UA server created with LabVIEW OPC UA Toolkit. [133]

/Wastewater input

Dissolved
oxygen

Substrate Pump

¢ | Overflow

Clarified liquid
discharge

Multi Agent System

{ | PLC |« SCADA - JADE| i

Activated sludge reactor

*Dﬁh On-Off air pump

- Variable speed air
pump

Fig. 3.1 Test plant layout
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Fig. 3.2 Laboratory scale wastewater treatment test plant used in MAS verification
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3.1.2. Dissolved oxygen concentration model

Agent-based systems presented in this dissertation often use controlled process’s
model for a control value calculation. DO concentration dynamical changes model used for

this purpose is presented in (3.1).

D00 = kya(t)(DOser — DO(D)) — OUR(E) (312)

Toa ™52 = —kya(t) + uanr(t = Tp) (3.10)

In this model kia(t) (1/h) represents the transfer coefficient of oxygen from air
bubbles to liquid, DO, is DO concentration of input flow (mgO,/I). DO, is DO saturation
concentration (mgO,/l). DOsy is considered constant because all the experiments are
performed using indoor reactor where external conditions, especially temperature can be
considered constant at 20°C. However, in practice DO saturation concentration can change
depending on e.g. pressure, air humidity and primarily water temperature [134]. Oxygen
demand of organisms inside the reactor is represented by OUR(t) (mgO,/I h), this value
depends on substrate flow and its changes are the main source of process disturbances.
First-order plus dead time model in (3.1b) contains the following parameters: time constant
Tkea (D), delay time Ty (h) and the control action represented by the term ug(t). For the
ON-OFF pump value of this term is switched between 0 (OFF mode) and us (ON mode).
For aeration with the variable speed pump values of this term depend on parameters of the
running pump. Process is operated with constant liquid level and under unvarying mixing
conditions so values of parameters Ty, and Ty are considered constant [133].

This model is based on author’s previous works presented in [26] and is a modified
version of widely used aeration model [135-137] presented in eq. (3.2). The first factor was
removed from the final model because DO concentration of input flow DOj, (mgO2/1) is
unknown and in presented test plant ratio between input flow Q(t) which is constant c.a.
0.6 (ml/s) and reactor’s volume V (15.6 (1)) is low enough, that the factor might be omitted
without significant loss of accuracy. This simplification can be often met in the
literature [137-140].

2220 = L (D0, (1) = DO®)) + kya(ttgir(D))(DOsee — DO(D)) — OUR(H)  (3.2)

Addition of equation that modifies kia(t) characteristics from control-based to
control and time based is caused by observations of DO changes during normal work of
laboratory test plant. Examples of such changes are presented in fig. 3.3. Model (3.2)
assumes that ki, responds instantly to control modification. Assuming that OUR changes
are significantly slower, changes in control should result in “sharp” changes of DO
trajectory. As can be seen in fig. 3.3, this assumption does not match the real measurement
data gathered from laboratory test plant. Change of DO trajectory is stretched over some
period of time after control modification. However, this do not indicate that model (3.2) is
incorrect. In case of presented test plant, described phenomenon is caused mostly by
internal dynamics of dissolved oxygen probe and in the smaller scale by an internal
characteristics of an air pump and dynamic behavior of air bubbles dispersion over liquid.
As a result, eq. (3.1b) does not model real dynamical changes of k5 that in reality behaves
like in (3.2), but models internal dynamics of DO measurements that are not explicitly
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included in the model. Addition of eq. (3.1b) caused, that modelled DO changes could
more closely follow real changes, which was proven in [26].

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

ON - =

cVv

OFF | | L I | | I I L I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
time(h)
Fig. 3.3 Typical DO changes in laboratory test plant

3.1.3. DO model identification procedure

Some of model-based multi-agent controllers presented in following chapters
require initial off-line identification of values of DO concentration model parameters
presented in previous chapter. This identification is performed using the procedure
presented in [26], that uses a single aeration cycle with an ON-OFF pump like presented in
fig. 3.4. This process can be divided into 3 stages performed in order:

- ldentification of OUR value — firstly, OUR value is estimated from a decreasing
slope od DO concentration changes. OUR changes are slow enough that it is
safe to assume that for single aeration cycle OUR is constant. Two points are
selected - ta occurs 4 minutes after the detected peak value of DO
concentration, tg is the moment, when aeration is turned ON again. For this time
period DO falls in relatively constant rate meaning that it is safe to assume that
KLa is constant and equal to 0. Using this assumption, eg. (3.1a) can be reduced

to d%@ = —OUR. Then, OUR can be directly derived from the DO slope as in

(3.3).

OUR = 20(s)—-DO(ta) (3.3)
tp—ty

- Computation of ki 4(t) — using calculated OUR it is possible to derive kia(t)
values in discrete time moments, by rearranging eg. (3.1a) as presented in (3.4).
Indices i and i-1 correspond to current and previous discrete moments of time
and 4t is a sampling time. This stage includes numerical differentiations that are
known to be sensitive to measurement disturbances. Because of that, it is often
necessary to filter DO signal with e.g. a moving average filter to cancel noise

influence.
D0;—DO;_, OUR
At(DOsq;—DOy) DOsqt—DO;

kia; = (3.4)
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Estimation of ua, Tka and To — constructed ki 4(t) is used to derive remaining 3
parameters. After manual identification of the most suitable To ua and Ty, Can
be calculated using a least-squares method.

2.5 L T T T T T T 2
DO -1.8
24| - = .cv
kLa 16

-
=, =
o =
()] -1 ~
S ©
~ x_l
o —0.8
—40.6
-10.4
0.2
1
18 L | e L L B _wis 0
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

time (h)
Fig. 3.4 lllustration of model identification parameters

3.1.4. Simulation of dissolved oxygen concentration control

Simulation is built in LabVIEW environment and consists of two modules
presented in fig. 3.5.

OPC UA Server module implements a server that handles communication between
the simulation, the control system (that in this dissertation will be always implemented
using agent-based approach) and the actual simulation.

Simulation uses the model (3.1) to simulate behavior of dissolved oxygen
concentration in response to control changes. The front panel view of the simulation is
presented in fig. 3.6.

Control system OPC UA Simulation
<:::> Server <:::>

Fig. 3.5 Simulation modules
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Fig. 3.6 Simulation front panel

3.2. Lactic fermentation control

Fermentation processes are one of the most widespread processes in
a biotechnological industry. Lactic fermentation process is focused on obtaining lactic
acid, usually from glucose [36, 37]. Production of lactic acid is used by many branches of
industry, including pharmaceutical industry, cosmetics, chemicals, food and polymer
industry, where production and usage of lactic acid significantly rises over the years.
Lactic acid is a base for polylactic acid (PLA) production — eco-friendly, non-toxic
polymer that is expected to replace an oil based polymers in many cases [34, 141]. Control
goal in this process is to maximize lactic acid production and minimize residual glucose
concentration in process output. Too high residual glucose concentration reduces cost
efficiency of the process and in some cases might spoil product of the reaction [36]. Lactic
acid fermentation control provides similar challenges to other biotechnological, especially
fermentation processes. These challenges include high nonlinearities, presence of
parameters with highly uncertain, time varying values and difficulties with automatic
measurements of process parameters due to lack of, or high cost of measurement sensors.
Agent-based control systems presented in this dissertation are verified using a simulation
of a two, constant volume reactor tank process [36, 37]. Layout of the system is presented
in fig. 3.7. EQ. (3.5-3.19) present lactic fermentation model implemented in the simulation.
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Sin1 Oinl  Sin2
D14 D12 D,
Y _ VY Y
Reactor 1 Reactor 2
X1, 81, P1 D1, X1, 81, P1 X2, Sz, Pz X2, Sz, P2

Fig. 3.7 Lactic fermentation reactor setup

Xm

— = (g — kg)X; — D1 X, (3.5)
dP
d_tl = Vple - D1P1 (36)
das
dtl = —Qs1X1 + D11Sin1 — D1$3 (3.7)
d
% = D12@in; — D14 (3.8)
Dl = D11 + D12 (39)
dax

—2 = (up — kg)X, + D1 X, — (D1 + D,)X, (3.10)
dP
d_tz = Vp2X2 + D1P1 - (Dl + DZ)PZ (311)
ds
dtz —Qqs2Xy + D181 + DySinz — (Dy + D3)S, (3.12)
% = D1a1 - (Dl + Dz)az (313)

KI¢
P Sl
Hi = Mmax i WKgc—JrSl( ch) (3.14)
S‘.
Vpi = N + ﬁm (3.15)
Vpi
qsi = YL (316)
PS

— _ Hmax(@i— @)
Umaxi = Koy +(@i— ag) (3-17)
pgc _ Kgrcnax(ai_ %o)
KPi  Kap+(ai— o) (3.18)
I?Sfic — Kgrcnax(ai_ @o) (319)

Kas+(a;— aop)

In the presented model X;, S;, Pi and o; refer to concentrations of biomass, substrate,
lactic acid and enrichment factor in i-th reactor. ; is a biomass growth rate, vp; IS Specific
rate of lactic acid production and gs; is specific rate of glucose consumption. D1; and D, are
dilution rates of influent glucose concentrations Sij,; and Sin, respectively, D, is the
dilution rate of the influent enrichment factor oin1. f,,.x; IS the maximum specific growth
rate K%, is the lactic acid inhibition constant, K% is the affinity constant of growing cells,

PE° iis the critical lactic acid concentration, 7(5{ is the affinity constant of resting cells for
glucose and Yps is the constant substrate to product conversion yield. 1 and B are positive
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constants. Superscript gc describes parameters related to growing biomass, while rc relates
to resting biomass. ag is the minimal nutritional growth factor, K, Kqp, K,s are saturation
constants, pmax, K5 and K are limit values for each parameter.

Similarly to dissolved oxygen model simulation in this case LabVIEW was also
used as a simulation environment and simulation itself can be divided into two modules,
like in fig. 3.5.
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4. Multi-Agent System for dissolved oxygen concentration
control

This initial research was focused on preparation of MAS that would be able to
control dissolved oxygen concentration during removal of organic waste in a well-mixed
bioreactor inside a laboratory environment using ON-OFF control. Dissolved oxygen
control is described in detail in the chapter 3, the laboratory setup used during that research
is presented in fig. 3.1. The main objective during this study was to prepare a MAS with
a modular structure allowing modification, replacement and removal of residing agents
with minimal influence on the rest of the system. MAS shall incorporate control algorithms
that would vary in complexity and reliability. Control system would need to be able to deal
with failures of any control algorithm by seamlessly switching between implemented
controllers when more accurate control is available. DO concentration should be close to
2 (mgOy/1), optimally inside the range of 1.95-2.05 (mgO,/I). Results of this research were
presented at the 25th International Conference on Methods and Models in Automation and
Robotics (MMAR), this chapter is based on paper presented during this conference [131].

Agent based controller #2

Estimation
Agent

+ Model parameters

Tuning |,
Agent | ;

¢ Trigger value

Control

| On-Off

T
Control < Selector On/Off borders——
cycle agent | cposen Agent i
control e

. |_| Coventional
Control|On-Off Agent

-

Agent based controller #1

CV |oPC Client
Agent

Cvi TDO

Fig. 4.1 Schematic diagram of designed MAS for DO concentration control

DO

18



Jakub Pospiech

Control value
Pump signal

OFF

[
[
[
[
PUMP ON | =
[
[
H H H |
PUMP OFF [ [

1 | | 1 |
0 20 40 60 80 100 120
time(s)

Fig. 4.2 Transformation of control value into pump control signal

4.1. MAS Architecture

Prepared architecture, presented in fig. 4.1. Agents inside this schema are organized
in a loop with the OPC Client Agent functioning as a gateway for system’s input and
output data. Every agent or indicated group of agents is considered as a separate module
that can be modified, replaced or in case of Agent Based Controller groups even removed
without need to alter logic or procedures inside other modules in the system.

OPC Client Agent is an interface between external network and the MAS. During
every control cycle OPC Client Agent receives data from controlled process and sends
control values to the actuators using OPC UA communication protocol. OPC UA interface
is configured using an open source stack called Eclipse Milo.

Control Cycle Agent is responsible for adapting control values prepared by the
MAS and received from Selection Agent into form used by a physical actuator. In this case
it transforms ON control value into series of 30 (s) cycles during which the aeration pump
is turned on for 2 (s). This transformation is visualized in fig. 4.2. It is the only agent in the
system aware of real actuator’s characteristics, therefore only this agent would require
modification in case of changes to the actuator. Transformed signal is sent to OPC Client
Agent.

Selector Agent collects all control values prepared and sent by Agent Based
Controllers and selects the best one. In every control cycle Selector Agent searches for
controllers in a DF (Directory Facilitator) catalogue [142] and sends a call for control value
proposal to every controller found. After the call, Selection Agent waits specified amount
of time for controllers responses and then begins a selection procedure. In this case, the
selection is based on controllers’ priority arbitrarily assigned by an user. Selector Agent
selects control value provided by a controller with the highest priority and propagates it to
agents that earlier reported their need to receive selected control value (i.e. Control Cycle
Agent and Estimation Agent). If the highest priority controller fails to deliver a control
value, Selector Agent selects control provided by an agent with second highest priority etc.
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In the created MAS #1 controller serves as a backup controller and has arbitrary priority
assigned to 0, while preferred #2 controller has priority assigned to 1.

Agent Based Controllers are modules built from one or more agents designated to
determine the control value based on provided information about process values and
previous control values. Agent Based Controllers calculate new control values propositions
in response to incoming new data from controlled process. Control propositions are sent to
Selection Agent when a call for proposals is received. Multiple controllers would compete
with each other to prepare the control value that would provide the best control quality.
Besides competition, these modules also cooperate with each other — if a preferred
controller fails to deliver the control value, other controllers will step up to provide
seamless switch between control algorithms and guarantee a control continuity. The MAS
includes two controllers, the controller denoted as #1 in fig. 4.1 implements conventional
ON-OFF control while #2 uses a model based ON-OFF control that is described in detail in
the next chapter.

Agents gain information about presence of other agents in the system through agent
descriptions in the FIPA specified DF catalogue [142] and exchange messages complaint
to “FIPA ACL Message Structure Specification” [143] which is a part of JADE
framework. In cases where passing additional data through message content is needed, it is
provided as “parameter:value” couples separated by a semicolon.

4.2. Multi-agent model based ON-OFF controller

Created multi-agent ON-OFF controller is composed of three cooperating agents.
Estimation Agent calculates parameters’ values of reduced version of the model (3.1)
presented in (4.1a) and (4.1b) based on knowledge of output and input values of the
process. y(mgO,/(I*s)) corresponds to a dynamical traits of aeration process. Aeration
processes have usually non-linear characteristics. However, because of the control goal
focused on reaching single operating point, linear simplification of process’s dynamics
could in this case provide an acceptable approximation. To(S) denotes time delay of the
process, Ty(s) is interpreted as time constant in (4.1b) and uy(mgO./(I*s)) value switches

between: U, when pump is switched ON and 0 when it is turned OFF.

220 = y(t) - OUR(D) (4.1a)

T, 20 = —y(©) + uy(t — Tp) (4.1b)

OUR(mgO./(I*s)) is calculated from a slope of declining DO concentration value.
When control is in low state. OUR is estimated once every 30(s) with the least-squares
method using measurement data from last 30(s). Estimation is saved as new OUR value
only if difference between this and the last two calculated values is less than 5% of the new
OUR. Otherwise new value is discarded and last OUR that fulfilled this requirement is still
in use. OUR changes over time are slow enough so it can be assumed that during single
30(s) estimation period OUR is constant. Using this assumption with the model (4.1), the
difference between starting and ending DO concentrations for OUR estimation can be
described with eq. (4.2a), where DOy and Yo, are values of DO and y at the start of the
estimation and 7 is sampling period. Equation (4.2) shows that difference in DO
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concentrations depends on two factors, OUR and an expression associated with aeration
process’s dynamic traits, which decreases over time. The restriction of three consecutive
estimation values differing by less than 5% is dedicated to ensure that the influence of y(t)
to OUR calculations is marginal, thus eq. (4.2a) can be reduced to (4.3) enabling use of the
least squares method to estimate OUR. Magenta dots on the declining DO slope in fig. 4.3
indicate moments in time when calculation of new OUR was performed.

DOy —DO(r) = OUR 7 —T,(yo — y(1)) (4.2a)
y(T) = yoe ™ (4.2b)
DO(t) =D0O,—OUR -t (4.3)

Estimation of remaining parameters is based on the data gathered between the
beginning of aeration and the moment when DO concentration starts to rise. Delay time Ty
is identified using statistical analysis of DO concentration variations by measuring elapsed
time between the start of aeration and the moment when differences between subsequent
DO values starts to significantly diverge (differ by more than a standard error multiplied by
a chosen constant) from their mean values. Graphical interpretation of this parameter is
presented in fig. 4.3. After identification of T Estimation Agent calculates time constant
Ty, and uon with the least-squares method. Newly identified parameters are then compared
with the previous values by analyzing how accurately both models can simulate the last
aeration cycle. Agent compares values of integral square errors (ISE) and absolute
differences between their minimal values which graphical presentation is shown in fig. 4.4.
New parameter values are accepted only when simulation with these parameters has lower
values for both criteria. After successful identification Estimation Agent sends new
parameter values to Tuning Agent.
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Fig. 4.3 Representation of OUR and T, estimations
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Fig. 4.4 Graphical presentation of absolute differences between minimal values

Tuning Agent uses model (3.1), parameters provided by Estimating Agent and
boundary values SPnin and SPmax to find optimal time for switching on the pump to
precisely reach SPpi, value. This value is denoted as SPyrigger and its graphical presentation
Is shown in fig. 4.5. SPyigger IS @ maximal SP; value from range <SP,,;,, SP,...> for which
the lowest predicted concentration of DO in a single aeration cycle DO,,;, is lower than
SPmin. Tuning Agent looks for SPyigger by performing iterative predictions of DO behavior,
assuming that pump will be switched on when oxygen concentration reaches SP;.
Identification starts from SP,=SP,,.., €ach consecutive SP; is calculated using formula
SP,=SP, ,-0.01, this process stops when either DO,;,; < SP,,;, Of SP;=SP,,;, , last SP;. is
then saved as a new SPyigger. Typical detection of the new SPyrigger is graphically presented
in fig. 4.6. ldentified SPyigger Value is then passed to On-Off Agent. New SPirigger Value is
searched after modification of any parameter of the model.

On-Off Agent works similarly to the conventional ON-OFF controller with
hysteresis but instead of fixed values at which controller turns ON and OFF this agent uses
an adaptive lower boundary equal to SPyigger provided by Tuning Agent.
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Fig. 4.6 Representation of typical SPygger tuning process

4.3. Results of experimental validation

Validation is composed of two experiments. The first experiment verifies MAS
ability to control dissolved oxygen concentration and its potential to adjust to changing
process conditions. Second test compares MAS control performance with the conventional
ON-OFF controller. Both experiments are carried out in the laboratory setup presented in
fig. 3.1, values of SPyn and SPyax are constant throughout validation and set at following
values, SP,,;,=1.95(mgO5/1), SP,,,.,=2.05(mgO>/l).

Communication between biological reactor and MAS during experimental
validation was carried out with the setup described in fig. 4.7. Initially, agents detect each
other’s presence in the system using DF catalogue and establish all required relations. This
initialization usually takes less than one control cycle, so MAS is able to take control over
aeration process immediately after receiving first data from OPC Server. Fig. 4.8 presents
control performance of used MAS. During first aeration cycle Conventional On-Off Agent
controls the process. In this cycle its competitor cannot provide a reliable control value yet
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due to the lack of the estimated process parameters. After first aeration cycle Estimation
Agent from controller #2 has collected enough data to identify required parameters and to
allow Tuning Agent to tune SPyigger Value and begin calculation of control values. As
a result, the Selector Agent starts to use its proposed control as it is generated by the agent
with higher priority. When control is handled to the controller #2 control quality improves,
some undershoots are still present, but they are smaller than ones in the first aeration cycle.
After four completed aeration cycles substrate influx into the reactor was modified to
induce significant OUR variations. Firstly, substrate influx was doubled, marked in fig. 4.8
with the first green line. During first aeration cycle after the change, the error between
minimal DO value and SPp;, slightly increases, but on the second aeration cycle it is
reduced back to the previous level. It suggests that Estimation Agent was not able to
update the model parameters in response to substrate flow change for the following
aeration cycle. Instead, parameter values identified during lower substrate flow were used
which were unable to describe the process that well after the significant disturbance in
OUR. As a result, Tuning Agent could not properly update SPyigger for the first aeration
cycle after substrate flow disturbance. However, Estimation Agent was able to update
model parameters for the next aeration cycle. That allowed Tuning Agent to properly tune
SPuigger Value and successfully reduce control error. Later, the operator reduced substrate
flow back to initial value, which is indicated by the second green line. That did not
influence DO control in any visible way, this time agents reacted timely and correctly to
the event and tuned themselves by lowering SPyrigger Value.

n
7\
cv DO
cv i DO

IOPC Server|

)

OPC Client

Industrial controller

Biological reactor

Fig. 4.7 Communication between MAS and biological reactor
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Fig. 4.8 Dissolved oxygen concentration control performance using MAS

Figures 4.9, 4.10 and 4.11 present a comparison of DO control results of proposed
MAS with the conventional ON-OFF algorithm implemented in CompactRIO controller.
During both measurements substrate flow was kept at constant value. The conventional
control, which is presented in fig. 4.9, results in undershoots below SPni, of up to
0.05(mgO2/l). MAS errors, that are shown in fig. 4.10 only slightly exceed SPi, boundary
and are significantly smaller than ones originating from conventional control algorithm.
Comparison of CV trajectory for each controller shows difference in the amount of air
pumped into the reactor in every aeration process. Conventional ON-OFF control used 5
pump cycles in one aeration cycle which can be seen in CV graph in fig. 4.9 as five
consecutive peaks during aeration phase. Meanwhile for MAS, each aeration cycle
presented in fig. 4.10 consisted of 4 pump cycles. This disparity is caused by smaller
effective hysteresis gap for MAS controller.

In case of the conventional ON-OFF controller, the hysteresis gap is constant and

equal to H . opr = SPoyax=SP . FOr MAS control Hyas depends on SPyigger Value and can

be calculated as Hyys = SPya~SPyigger @S described in chapter 4.2 SP;,oq0, > SP,,;, thus
Hyus < Hponopr - Smaller gap between starting and ending aeration level for MAS causes

that less air needs to be pumped into the reactor to reach satisfactory DO concentration. It
is important to note that excessive air dosage during aeration is also energy inefficient
according to eq. (3.1) where aeration factor is multiplied by the difference between current
DO and saturation concentration. Based on these observations MAS control can be
considered more precise and more energy efficient than conventional ON-OFF control.

Although substrate flow to the reactor was identical during both measurements,
OUR values slightly varied which appears as a steeper decline of DO concentration for the
conventional ON-OFF control. Larger OUR for conventional ON-OFF results in a larger
control error which further escalates differences between controllers’ performances.
However, in author’s opinion results shown in fig. 4.11 and results obtained in ideal
conditions with identical OURs would not vary significantly and MAS superiority should
still be noticeable.
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Fig. 4.10 MAS DO and CV trajectories
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Fig. 4.11 Comparison between MAS and conventional ON-OFF control
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4.4. Summary

This chapter presented the multi-agent system designed to control continuous
biotechnological processes. Built MAS was incorporating multiple control algorithms and
was able to seamlessly switch between them to provide the best available control quality at
a time.

Proposed MAS was then tested on DO concentration control in the biological
reactor where due to characteristics of the aeration pump, process output could not be kept
at a predefined set-point value, so control goal was defined to keep process output between
defined upper and lower boundary values. To fulfill defined control goal, a simple adaptive
model based control algorithm was designed and implemented in MAS. Proposed control
algorithms based on agents visibly improved control quality by being able to fit into the
process lower boundary value more precisely than the conventional ON-OFF controller.
Due to distributed nature of agents, proposed MAS is additionally able to online tune its
control algorithms without influencing ongoing process control, that improves its
reliability and ability to adapt to changing process conditions. Dedicated online tuning
procedure was developed and described.

Main conclusions from this pilot project in the context of following research for the
dissertation are as follows:

- Prepared control system proved that the non-real-time characteristics of agent
oriented tools used in the research are sufficient for reliable control of an
aeration process with relatively long sampling time. Based on that, decision was
made to use JADE together with the same or similar setup like in fig. 4.7 for
further research.

- MAS proved its ability to switch control algorithms and adjust to current
conditions. However, in this research adjustability was implemented using
a simple priority mechanism with only two available alternatives. As a result
one of the objectives set for following research was to verify MAS adaptability
using higher complexity approaches.

- During this project, only the conventional ON-OFF control and its slightly more
complex, adaptive variation were used. It was decided that future research
should utilize more advanced controllers optimally including agent specific
control algorithms.

- MAS design process encountered many difficulties regarding role assignments
of specific agents, their relations with each other, communication methods and
form of exchanged messages. This issue confirms statements from previous
chapters that development of multi agent control systems lacks a set of common
good practices, rules and hints making this process more difficult and time
demanding. Providing methods to simplify design of MAS is essential for wider
adoption of agent based control systems. Preparation and verification of rules
aimed for MAS design simplification is the next objective set for further
research.
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5. Preparation of rules for efficient development of MAS

After diagnosing key points of interest presented in conclusions of the pilot MAS
project for aeration control, research focus was moved to issues causing difficulties in the
design and development of multi-agent systems — agents architecture design and the
communication between agents. This chapter presents the set of guidelines for developing
MAS for a continuous process control that should provide generic advices regarding the
most important parts in MAS development. These rules are then verified by developing,
according to them, a MAS dedicated to control the dissolved oxygen concentration. This
chapter is based on the article presenting results of the investigation published in Przeglad
Elektrotechniczny [144].

The purpose of the design rules is to present a set of good practices that can be used
to simplify development of the MAS, mostly during the design of its architecture and
communication between agents. The guidelines presented are generic and focus on the
basics of MAS development. Preparation and verification of MAS systems based on
validated development rules should provide valuable knowledge in the context of
evaluation of usability and feasibility of MAS.

5.1. System architecture design

Figure 5.1 shows a proposition of architecture layout for MAS dedicated for
continuous process control. Arrows indicate information flow through the system which
together with a controlled process will create a closed loop. The whole system is presented
in the form of layers. Each layer is responsible for one part of the control task. Agents are
grouped in layers according to their assigned tasks. Every layer should have strictly
defined message types that can be received from and sent to the other layers. Agents from
one layer can communicate with agents from the other layers using only these signals e.g.
design might restrict that agents from Control Algorithm Layer can only receive process
values and set points from Input Data Layer and send control values to agents from
Actuator Layer. Agents inside one layer should be able to communicate with each other
without such strict restrictions, although some limitations might still be applied. Presented
architecture is generic and can be used for many types of processes, not only
biotechnological.

In the layout, layers in the centre are directly responsible for controlling a process,
while Interface Layer and Diagnostic Layer are dedicated to supportive tasks. Such
division is based on structure used in conventional control systems which usually realize
the following tasks:

- Gathering process’ data — this task is realized using sensors that read required
parameters. Sensor’s data can be then gathered using various approaches e.g.
analogue devices might be connected directly to the system input ports that will
read their electrical signals values. Digital sensors often present their readings
using e.g. a serial port with a dedicated communication protocol and in case of a
remotely located sensors, data could be gathered through a network protocol. In
the proposed architecture, this task is realized by agents in Communication
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Layer that receive data from the controlled process using provided data
exchange mechanism.

- Processing gathered data — typical scenario for this task is conversion of
4-20(mA) current sensor signal into a process value. This value is then used to
calculate control error that might be used as an input to the control algorithm. In
many model-based and predictive algorithms, gathered data is analysed more
extensively to derive all required values. This phase should be realized by
agents residing in Input Data Layer in the proposed architecture. In general - the
task of these agents is to provide to Control Algorithm Layer required
parameter values using data gathered from the process as well as information
supplied by the user.

- Calculation of a new control value. Usually conventional systems have only one
control law implemented that provides control values based on received input.
However, MAS properties facilitate development of systems containing
multiple cooperating or competing control laws. In the proposed architecture,
agents directly engaged in this task should be assigned to Control Algorithm
Layer.

- Conversion of control value to actuator signal — derived control value needs to
be translated to proper actuator order e.g. a 4-20 (mA) current value or PWM
signal. This task should be realized by agents from Actuator Layer.

- Application of the new control to the process — during this task prepared
actuator signals are provided to devices. Modes of information exchange are the
same as during gathering process data, but data is transferred in an opposite
direction. Due to this similarity, that task is also assigned to agents residing in
Communication Layer.

Presented layout also includes Interface Layer and Diagnostic Layer. Agents in
these layers are not directly dedicated to process control and if needed can communicate
with every other agent in the system to perform its tasks. Interface Layer is dedicated for
interactions with the user like presentation of control results, receiving new set point values
or notification about unexpected events. Diagnostic Layer should contain agents that
realize functions related to systems diagnostics and monitoring e.g. fault detection.

If necessary, each layer can be further divided in sublayers as in fig. 5.2 which
shows exemplary division of Input Data Layer. In presented case the layer is divided into
two sublayers. Agents in Sensors Sublayer are responsible to fetch data from the sensors
and agents in System Input Sublayer provide other values that are not directly available
from the sensors like a set point or simulation output that may be used by model-based
controllers.

Presented architecture layout divides complex systems into smaller, well defined
and clearly separated parts which should make them easier to design, develop, maintain
and reuse. Each layer forms an almost independent subsystem, thus in case of any
modification in layer structure later integration of the changes should be in most cases
limited to the scope of modified layer. Using layers for organizing MAS architecture has
been already presented and has been verified for MAS architecture designs dedicated to
other types of tasks like network [145, 146] and power flow management [45].
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5.2. Agent communication design

Proper communication between agents is necessary for efficient work of MAS,
agents rely on communication between each other to cooperate, compete and perform other
social acts in order to reach its goals. Agents are capable to perform various
communication acts, from simple passing of information to the more complex behaviours
like subscription mechanism or game theory problems.

Successful communication on any level of complexity requires that agents have
shared understanding of content of each other’s messages. Such shared understating is also
known by the term of ontology. Ontology is a set of statements that defines concepts from
a field of knowledge and relationships between them [147]. Using ontology in information
exchange ensures that agents have a shared knowledge base and are able to understand
their messages. Ontology can be adopted for MAS communication by using one of
publicly available schemas that match the scope of work of the prepared multi-agent
system. These knowledge bases are usually available in the form of large schemas with
hundreds of classes, relations and instances. They are used mainly in large services to
precisely describe concepts from a broad area. Process control systems usually require
concepts that are only a small parts of these knowledge domains i.e. knowledge about
a process, sensors, actuators and environmental factors that may influence the process.
Because of that, the scale of publicly available ontologies is in many cases too big for
process control systems and could bring unnecessary complexity. In such cases, it is more
efficient to prepare dedicated lightweight ontology schemas, fig. 5.3 presents a proposition
of base layout of ontology schema for agent-based control systems for continuous
processes.

The schema is based on grouping all concepts into three areas. Division into three
areas is based on high level view on agent’s functionality. In general, agents are
performing actions. Performing any action might require additional data. Doing the action
might also produce additional information as a result. Based on that, the ontology domain
was split into 3 subdomains. Actions is a set containing descriptions of agent’s actions,
Data and Diagnostic hold descriptions of data concepts. Data area contains classes that
represent all instances of data that agents exchange during process control tasks. Hierarchy
inside this area shows an example of base class organization. This hierarchy might be
sufficient for systems using simple control algorithms like PID, but for more complex
systems this schema would need to be extended according to an individual needs.
Diagnostic area contains classes describing concepts that are not directly connected to the
process control but are used in MAS side tasks e.g. diagnostics or access control. Classes
inside Actions schema represent actions that can be taken by agents. These actions are
often predefined in the environment used for agent-based development (e.g. FIPA
Communicative Acts [148]). In such cases importing this set of actions directly into the
ontology might be the most efficient approach. Presented ontology areas division is not
strict, classes from one area can use or inherit from classes in another area (e.g. concepts
from Actions area will use concepts from other areas for detailed description of the
actions), but in authors’ experience, building an ontology according to these guidelines
results in only few of such interactions.
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Fig. 5.3 Proposed ontology layout with example of Data area organization

5.3. Verification of rules

In order to verify the presented rules, MAS is built according to those guidelines
and its functionality is tested by using the system to control dissolved oxygen
concentration inside the simulated bioreactor. During the experiment MAS will use PI
algorithms (each PI agent will have different tuning values) to tune aeration pump power
according to the new SP of dissolved oxygen concentration. In this experiment, due to
mutual similarity and overall simplicity of competing controllers no explicit switching
mechanism was implemented. Instead, moment of switch is based on instruction provided
by the user through the user interface. Switching between controlling agents will be
performed seamlessly.

MAS developed according to the rules is presented in fig. 5.4. Communication
Layer contains one OPC UA Agent that exchanges data with the process through OPC UA
protocol connecting MAS with the simulation of the aeration process as presented in fig.
5.5. Input Data Layer is populated by three agents, all of them provide data to Control
Algorithm Layer as presented on the diagram. Last CV Agent converts the simulated 4-20
(mA) signal that controls the aeration pump into 0-100% range used by controllers. SP
Agent reads SP value from its user interface and DO Agent decodes new DO values from
plant messages and sends them further. Control Algorithm Layer contains Selection Agent
that reads information from its user interface to detect which Pl Agent should be selected.
That information is sent to all Pl agents that currently reside in the system. Pl agents
realize PI control algorithm with specified tunings, Pl agents may be added and removed
from the system during runtime. At any time only one, selected Pl agent calculates new
CVs. Calculated CVs in the form of 0-100% are then passed to Actuator Layer where CV
Agent converts it to 4-20 (mA) values and sends it to Communication Layer. Diagnostic
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Layer is omitted from the diagram because no diagnostic functionalities were implemented
for verification purposes.

Created MAS uses ontology that is prepared based on the layout from fig. 5.3 and is
presented on fig. 5.6. This ontology can be treated as a proof of concept, based on that,
scaled-up version was prepared, which is presented and described in details in the next
chapter. Diagnostic domain is empty because, as mentioned previously, this MAS does not
contain diagnostic functionalities.
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Fig. 5.4 MAS architecture for the verification experiment
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Table 5.1 PI agents tunings for experiments
Agent name Kc Ti
Pl1 0.05 5
P12 0.01 12

Simulated aeration process together with its simulation implementation is
represented in chapter 3. DO, (Mg O/1) value is set at 10 (mg O/1), OUR (mg O/1h) for
the time of the experiments is considered constant and equal to 11.88 (mg O/Ih).

Validation included three experiments that used two Pl agents. Tunings for PI
agents were derived using Chien-Hrones-Reswick procedures. Firstly, a first order plus
dead time model of the aeration process around the set-point of 2.5 (mg O/l) was
identified. Then, using identified parameters values, Pl 1 was tuned according to
“aggressive” rules and tunings for PI 2 are based on “conservative” rules. Resulting tuning
values are presented in table 5.1.

Performed experiments included step change of SP value from 2 (mg O/l) to
2.5 (mg Oy/l). During the first experiment control was performed exclusively by Pl 1
agent, for the next experiment control was handled only by Pl 2 agent. For the last
experiment, at the beginning control was handled by PI 1 agent, but when DO value
exceeded 10% of the SP step size (i.e. rose above 2.05 (mg O,/l)) control was switched to
Pl 2 agent.

Result of the experiments are presented in fig. 5.7, 5.8 and table 5.2. Control
performed by aggressively tuned Pl 1 agent resulted in lowest values of IAE and ISE
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indicators at the cost of DO oscillations. Results of control by passively tuned Pl 2 agent
show no oscillations and overshoot but presented control quality indicators have
significantly higher values. Lastly results of experiment with switching control agents
resulted in DO changes without oscillations, small overshoot and control quality indicators
values close to the ones achieved during exclusive control of Pl 1 agent.
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Fig. 5.8 Control value trajectory during experiments

Table 5.2 Control quality indicators values for each experiment

Experiment name IAE ISE

PI1 1495 333.09
Pl 2 2920 975.97
P1 switched 1635 338.88
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5.4. Summary

This chapter presented the set of rules for development of MAS for a continuous
process control. Presented guidelines are generic and focused on the basics of MAS
development. Such guidelines might provide assistance for dealing with the issues that
slow down the development of MAS in the continuous process control area like
unfamiliarity with agent-based approach and lack of existing good practices. Provided
rules focus on two important parts of MAS design — systemic architecture and
communication between agents. Guidelines for systemic architecture presented proposition
of MAS layout where a system is divided into layers, every system layer is then described
and explained. Communication rules present the set of tips to use during ontology
preparation and the proposed base of the layout that can be used during development of
a new, dedicated ontology.

Proposed set of rules was then verified in MAS which was developed according to
the guidelines and then tested during control of the bioreactor aeration process simulation.
Presented validation experiment and its results should be treated as a proof of concept of
the proposed architecture design. Experiments like this can be performed using many other
non-agent-based approaches without any difficulty. In practice, MAS should be used in
more advanced control scenarios with higher complexity of control algorithms, where
attributes of the MAS like reconfigurability, autonomy of individual agents or ability to
perform social interactions could be properly used according to their potential.

On the other hand, presented experimental results proved that MAS adjusting
mechanism even in the form of simple threshold mechanism might improve the overall
control quality.

The result of this research — sets of rules for MAS architecture design and ontology
preparation is a base for following research projects presented in this dissertation. Later
work focus on scaling up solutions based on these approaches and using them on more
complex systems with more sophisticated control algorithms.
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6. Ontology in MAS for control of biotechnological processes

Previous chapter introduced key challenges in development of multi-agent control
systems — lack of common rules regarding MAS architecture design and preparation of
communication mechanism between agents. This chapter focuses more deeply on the
second of presented issues.

Unlike object-oriented programming, where inter-object data exchange is tightly
coupled with relationships between them, agents are more independent software constructs
which relations with their environment are not that strict. These relaxed connections
between agents cause, that direct data exchange from one agent to another like in object
oriented or functional programming (e.g. passing data through method or function
arguments) cannot be implemented. Instead, information in inter-agent communication is
wrapped in higher level messages and transported between agents using environment
specific mechanisms. This approach requires that an agent is capable of understanding
received messages syntactically and conceptually.

An agent able to understand message syntax is aware of its structure which, besides
actual information, may also contain additional metadata e.g. sender ID, time of sent,
transport protocol etc. Message structure compatibility is in most cases resolved by using
well known, standardized message structures e.g. FIPA-ACL Message Structure [143]
prepared specifically for agent-based applications, MAS might also use non agent specific
message exchange approaches like MQTT protocol [149] as long as both ends of
information exchange are aware of chosen messaging mechanism.

Besides syntax rules applicable to messages structure, the recipient of a message
needs to also be aware of syntax of the message content i.e. part of the message containing
information that sender wanted to pass. Message structure specifications described in the
previous paragraph usually do not specify format of message’s content, So it needs to be
agreed upon separately. However, in most cases there is no need to design case specific
message content formatting and some well-known, already established data encoding
format might be used, e.g. XML, JSON or YAML which syntaxes are both machine and
human readable.

To sum up, message syntax compatibility between agents inside MAS can be
achieved using well known, general purpose tools and standards, for which proficiency in
agent-based systems development is not needed. However, efficient communication
between agents requires common conceptual understanding of message content as well.
Conceptual understanding means that message sender and recipient share a knowledge
base and understand content of message in the same way, e.g. both receiving and sending
agent use “SP” as an abbreviation for control set point.

Agents’ shared knowledge base is usually built using ontologies. The term
“ontology” originates from philosophy and was later adopted by computer scientists [150].
Multiple definitions of the ontology can be found in literature. Probably the most prevalent
one states that ontology is a formal representation of concepts of a domain knowledge that
is used to share, reuse and analyze domain knowledge and to enforce common
understanding of the structure of information among interested parties [150-152].
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Multi-agent systems rely on efficient communication between agents. Therefore,
ontologies are commonly used in MAS to ensure that agents inside the MAS have shared
knowledge base. Some sources advise that the ontology should be prepared before the
MAS development, because it defines a knowledge domain that the MAS will be based
on [152]. Many examples of ontologies used alongside MAS, from broad range of
disciplines can be found in the literature. Ontology based MAS are used in medical
research for e.g. preparing assistance for patients under rehabilitation [153], evaluating
health aspects of people’s diet [154] or collecting, sharing, integrating and managing
information about human diseases from multiple information resources [155]. Many use
cases can be also found in other areas not directly connected with the automatic control.
One of these areas is education where this type of systems were evaluated as a support tool
used in learning processes [156] and system designed to increase management capabilities
in “smart schools” [157]. For the business management, MAS paired with ontology is used
to create virtual collaboration platforms for multiple enterprises [158] or integrate
enterprises’ internal data stores with information found in relevant web sources [159].
MAS was also used alongside a large scale OASIS ontology to create blockchain oriented
e-commerce [160]. In urban organization, these systems serve as tools for coordinating
work of services in a city [161] or as an environment used for simulating urban freight
transportation [162]. Other uses cases include support systems for air traffic management
[163], cybersecurity focused MAS that implements outbound intrusion detection [164] and
systems to support software development from multiple remote sites [165].

Ontology based MAS also found increasing interest in automatic control related
areas, especially in energy, smart grid management and manufacturing, mostly as decision
support systems used in e.g. automation software for smart grids using a semantic web
ontology [166], power system management that uses the ontology to enhance its
interoperability with other heterogeneous systems [167] or a prefabricated component
supply chain [168]. These systems were also verified by working as systems for solving
conflicting transaction and scheduling problems among supply chain members using
negotiations [169], tools dedicated to control a resource management system [170], or as
systems to improve the overall equipment effectiveness of shop floor machines [171].
These areas mostly match general main areas of interest of MAS usage, that were
described in previous parts of this dissertation. Similarly, use cases of ontology based
MAS in the process control area are noticeably less common. However, some research
works for various types of processes can still be found. MAS designed for a collaborative
process control that uses an ontology to formalize interface between OPC communication
protocol and JADE constructs is described in [172]. Process supervision in a large-scale
chemical plant that incorporates an ontology as a source of formal classification of process
descriptors is presented in [91] and an expert system for validation of a hybrid control of
biotechnological plant can be found in [173].

In this chapter a generic ontology schema designed for MAS for process control,
especially for biotechnological processes is presented. This schema is an upgraded version
of ontology prototype from the previous chapter and is prepared as a part of the set of rules
dedicated for efficient development of multi-agent systems.

39



Ontology in MAS for control of biotechnological processes

In the present, large choice of publicly available ontology repositories exists
(e. 9. Ontolingua [174] or DAML [175]). These ontologies are often designed to be generic
and suitable to reuse in wide aspect of projects, in many cases it is highly advisable to
browse these archives and adapt one of existing ontologies instead of sacrificing time and
effort in creating a new schema from scratch. According to author’s observations, these
ontologies are usually dedicated to large scale systems where common understanding of
a broad range of concepts is required. In these types of projects, reusing existing ontologies
provides highest benefits. However, such ontologies do often form large, complex schemas
and require additional tools like ontology engines to integrate into a project to be able to
use them. For process control tasks however, such large ontologies are usually not
required. Systems dedicated to control plants in real-time usually need knowledge from the
area limited to characteristics of controlled process, actuators, sensors and external factors
that may influence the control quality. Based on that, author assessed that usage of
available tools for ontology management would cause unnecessary complexity and decided
that the designed ontology should not rely on any available ontology engine and instead
use more lightweight tools to manage the generated knowledge base. As a result, author
decided that the main objective is to design a generic schema with relatively small number
of classes that do not require dedicated full scale ontology engine but are able to describe
concepts in the area of interest with satisfactory precision.

6.1. Ontology schema

Layout of the prepared ontology is presented in figures 6.1, and 6.2. To make visual
representation of ontology easier to understand, it is divided into three groups called
domains, each domain contains classes dedicated to specific purposes.

- Data domain presented in fig. 6.1, can be considered as a main domain of the
ontology. Classes inside this group represent concepts of information used by
agents to perform their actions. The root class for most of concepts in the
domain is a class called Data which is a generic representation of information
and contains information about their name. In the presented layout this root
class has two descendants, one of which is called Value and is an abstraction
that represents any concept possible to describe with a single numeric value.
The class Value has three descendants: ProcessValue represents all the values
gathered directly from a process (i.e. sensor readings), the SystemValue class
describes values that are not gathered by the sensors but derived from
ProcessValues through some type of calculations. The last descendant is the
Control class which is a concept dedicated for describing control values.
Described idea of data and value concepts hierarchy is in author’s opinion
universal and can be reused in applications that adopt many other control
systems and algorithms. Data domain contains also ControlOffer class that
represents concepts used when multiple control algorithms reside in the system
and MAS should choose the best one. ControlOffer instances should contain
information about a proposed control value and an additional value that would
allow to choose the best control offer according to a chosen criterion. The last
two concepts presented in data domain are Actuator that represents a real
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actuator in the system. This concept might be used in cases, where there are
multiple actuators in the system which would require control values to specify
the applicable actuator. Agent concept is self-explanatory — it is dedicated to
describe agents.

- Actions domain visible in fig. 6.2, is based on FIPA Communicative Act
Library Specification [148] with the addition of new and modification of
already presented concepts. This domain contains classes that represent
interactions between agents with Action as a root class. CallForOffers, Offer,
Subscribe and Request are classes that describe different stages and methods to
gather data by agents. Using Subscribe to get data results in receiving messages
with specified information periodically (most likely in Producer-Consumer
relation). On the other hand, Request is used to get data only once (like in
Client-Server relation). Information (i.e. instances of classes from data domain)
might be exchanged between agents through Provide action. Register action is
used to inform other agents about the presence of a new agent in the system and
Deny represents a negative response to agents’ requests.

- Diagnostics domain at this stage is intentionally left empty, the purpose of this
domain is to group concepts that are used by additional functions (e.g. fault
detection algorithm) implemented in MAS which are neither closely related to
project control nor describe actions taken by agents.
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6.2. Object model based on ontology.

Object model [176] created using the previously described ontology schema is
presented as UML diagram in fig. 6.3. This model has been implemented in Java and is
used as a base for MAS ontology systems in experiments described in following chapters.

Information in the form of instances of classes from the presented object model can
be passed between agents in messages as a XML strings which are serialized from and can
be deserialized back to a Java objects. For objects serialization, a tool called Jackson is
used. It is worth to note that JADE also contains a built in parser to interpret ontological
concepts from XML strings.
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Fig. 6.3 Object model based on ontology
6.3. Summary

Presented ontology fulfills the main objective set before the design. The data and
value concepts hierarchy form an universal core of prepared ontology that can be reused in
other control systems. Other classes can be easily modified, added or removed to comply
with specific needs of any application. Additionally, the number of classes used in
ontology is still low enough to allow relatively simple manual modifications without
a need to use any large scale tools dedicated for ontologies.
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7. MAS for continuous control and its application to activated
sludge process

In this phase of the doctoral research, presented in previous chapters rules of MAS
development alongside the proposed ontology were tested in development of control
system for a real process plant. The task is to prepare and verify a MAS for a dissolved
oxygen concentration control in the activated sludge wastewater treatment process in
a multiple-input control setup. The system should give the ability to alter MAS
configuration during runtime through additions and removals of specific agents. The main
points of the research are as follows:

- Application of MAS which uses a dynamical model of DO concentration,
prediction algorithms and multi-agent social interactions to operate multiple
aeration pumps with various characteristics used to keep the process value
precisely within a desired range.

- Presentation of an evaluation mechanism for agents, which is used as an
indication tool to find agents, whose calculation results do not match real
process measurements.

- Introduction of a fault detection algorithm that uses the provided knowledge
about the system to detect malfunctioning agents.

- Example of a practical implementation of described multi-agent system with an
evaluation mechanism and a fault detection algorithm included.

- Experimental validation during aeration of a real, laboratory scale setup of
activated sludge process.

This chapter is based on the article published in the Bulletin of the Polish Academy of
Sciences[133].

7.1. Definition of control goal

Control goal for the proposed system is to keep the DO concentration precisely
within the desired range of [SPnin, SPmax]. Control values should be derived by dedicated
agents and supplementary data, e.g. information about model parameters should be
provided by separate agents. For this specific task of DO concentration control MAS CV
calculations should be based on the BBPC algorithm. Process controlled by the MAS needs
to reach both its lower value boundary SPmi, and its upper value boundary SPmax with
similar precision. However, as mentioned in chapter 4 and [26], single input system based
on an ON-OFF pump and the BBPC control algorithm are not able to reliably fulfill that
requirement. To achieve that, a smaller variable speed pump was added to create the
multiple-input control system as shown in fig. 7.1. Similar multiple blower systems
composed of both ON-OFF and variable speed pumps are also used in large scale
wastewater treatment plants (WWTPs) [30]. Due to the reasons described in chapter 3.1.1,
the ON-OFF pump can be turned ON only for a fixed time during aeration cycle. Due to
this technical limitation, both pumps operate in 30(s) aeration cycles. Variable speed pump
can work with shorter aeration cycle times, but due to slow dynamics of the aeration
process, reduction of aeration cycle time would not provide significant improvements,
hence author decided to use identical aeration cycle times for both pumps. The designed
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MAS needs to operate both aeration pumps to reach boundaries as close as possible.
Additionally, aeration should be mainly performed by the ON-OFF pump due to its higher
efficiency and the variable speed pump should be used only for reduction of a remaining
control error. In order to avoid an another layer of complexity to the control problem
regarding complex dynamics of air flow, an assumption is made that both pumps cannot be
in the ON state simultaneously.

YO _ FY (@), V) (7.1)

at

Viej=Yijoa+4t - f(Viy;o,CV=0N), j=1..H (7.2)

7.1.1. Boundary-Based Predictive Controller

Boundary-based predictive controller is dedicated for processes that use ON-OFF
actuators to control the process output in an oscillatory manner. Control goal of BBPC is
the same as the MAS control goal for this chapter i.e. keeping output value within the
desired range of [SPmin, SPmax].

Unlike conventional ON-OFF controller, where control is changed only when
process output goes out of [SPnin, SPmax] range, BBPC tries to constantly keep process
values inside provided range using consecutive predictions of future process behavior,
assuming that control is changed at the current moment. To efficiently predict process
behavior, its model needs to be known. In general, the process model used by the BBPC
can be described in a form presented in eq. (7.1) where Y is the process output and CV is
a state of the actuator (ON or OFF). Accuracy of provided process model determines how
well BBPC will be able to meet its control goal.

Prediction of future behavior of Y is performed at every sampling moment t; and its
current value is used as an initial condition ¥; = Y(t;) for the prediction procedure.
Assuming that initially CV=OFF prediction algorithm can be described with eq. (3.2),
where At is a sampling time and H is a varying prediction horizon for which ¥, = Y,;,,.
The control will be switched when Y,,;,, < SP,,,. After CV is changed to ON, the
prediction is performed in the same way, but this time with the assumption that CV is
immediately switched to OFF. Actual switch occurs when predicted maximal process value
?max 2 SPmax-

Concept of BBPC alongside its detailed description and tests on real test plant can
be found in the article published in the IEEE Transactions on Industrial Electronics [26],
which is co-authored by the author of the dissertation.

For this chapter, BBPC uses model (3.1) to predict future DO concentration
changes. To ensure satisfactory control quality, MAS needs to be able to precisely identify
values of process’s parameters.
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7.2. MAS implementation architecture

Architecture of the system is based on rules described in chapter 5 and its layered
view is presented in fig. 7.2. As can be seen, the prepared implementation follows the
layout and data flow forms a loop with Communication Layer being a gateway for both
incoming and outgoing process related values. However, some deviations from the rules
are present, that can be noticed by analysing the flow of Process values, Emergency
control and CV in fig. 7.2, Process values are passed from Communication Layer straight
to Control Algorithm Layer omitting Input Data Layer and Emergency control is
transferred from Control Algorithm Layer ignoring Actuator Layer. Lastly, CV is fed back
to Input Data Layer and Control Algorithm Layer ignoring system’s Communication
Layer. In author’s opinion this case does not actually break the proposed rules. Flow for
these values could be redrawn in a way that they would flow through omitted layers
without interaction with any of the agents, making the data exchange layout compliant with
the rules.

DOgirr = {lSPmax Amaxl' CV__ on (7.3)
|SPiin — Ymin|; CV = OFF

Practical implementation of the proposed multi-agent system architecture for the
DO concentration control was created using JADE framework. Every layer contains agents
realizing the following tasks:

- Communication Layer - contains a single agent that operates OPC UA client,
that is based on an open-source implementation of OPC UA communication
protocol called Eclipse Milo. For DO concentration control only one process
value is used — current DO concentration reading from the dissolved oxygen
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probe. Agents can either subscribe to the agent from Communication Layer to
periodically receive up to date DO values or request to provide only current DO.
Additionally, the subsystem sends to OPC UA server CV values that are
prepared by the MAS.

- Input Data Layer — fig. 7.3 presents schema of this layer, it consists of two
agents that derive two system values, one is ki(t) that is calculated by k a Agent
using transformed (3.1b). Another system value is OUR(t). Although OUR(t)
directly describes oxygen uptake rate of controlled process, its measurements are
not available in this case, thus its value is estimated by OUR Agent from
a declining DO slope using methods described in [26]. These agents are sending
their calculated values on-demand — when the appropriate request is received.

- Control Algorithm Layer — consists of five agents organized in a way presented
in fig. 7.4. k_a Prediction Agent is responsible to perform calculations based on
owned ki a model and provide a predicted k.a response to received U,i. BBPC
Control Agent calculates control offers based on the ON-OFF pump using the
BBPC control law described in [26]. Peristaltic Pump Agent generates control
offers based on the peristaltic pump aimed to reduce remaining control error,
detailed description of this process is presented in the next chapter. Control
Selection Agent selects the most suitable CV based on three factors. First factor
is the prediction of expected result that will be observed, if offered CV is
applied. This information is expressed as DOgis - a distance between the
expected extreme DO value and the set boundary (7.3). Next factor is agent’s
reputation which is assigned by Diagnostics Layer through an evaluation
process. Offers from agents with higher reputation are preferred over ones from
agents that are considered unreliable. The last factor is information about the
pump used for control in control offer. Aeration should be mainly performed by
the ON-OFF pump. Therefore, in a situation where multiple control offers from
agents with reliable reputation declare satisfactory DOy values, the offer that
uses the ON-OFF pump will be selected. Lastly, Emergency Control Agent is
responsible to take over control when emergency occurs i.e. DO concentration
drops below an emergency minimum or rises above an emergency maximum by
turning on the ON-OFF pump or turning off all pumps respectfully. Emergency
minimum is set by default at 1 (mgO,/I) and emergency maximum at 3 (mgO2/I).

- Actuator Layer — contains a single agent that is responsible for adapting control
values prepared by the MAS into form used by the physical ON-OFF. In this
case it transforms ON control value into series of 30 (s) cycles during which the
aeration pump is turned on for 2 (s) — similar to Control Cycle Agent from
chapter 4.

- Diagnostics Layer — is presented in detail in fig. 7.5 and consists of two agents.
Diagnostics Agent uses knowledge about dependencies between process values
and system values to detect faults in the system, diagnostics method is described
in chapter 7.6. Evaluation Agent can assign three possible reputation grades:
reliable, uncertain and unreliable to controller agents depending on their
performance, evaluation process is described in chapter 7.7.
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- Interface Layer — contains a single agent that gathers and presents to the user
data about the controlled process and exposes interface through which user can
interact with the system by e.g. changing a set point, manually initiating
a diagnostic process etc..
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7.3. Ontology for presented MAS implementation

Ontology used alongside presented MAS implementation, presented in fig. 7.6 and
fig. 7.7 is an extended version the ontology presented in previous chapter. Main additions
are:

- Addition of concepts to Diagnostics domain that are used by Diagnostics Agent

in process described in chapter 7.6.

- Rate action and Reliability property for Agent — these new addictions are
dedicated for evaluation mechanism realized by Evaluation Agent that is
described in detail in chapter 7.7.

- Remaining, smaller modifications include additions and editions of properties
and are a specialization of general ontology schema to the specific control task.

Base ontology provided an efficient foundation for building a knowledge base for
the multiple-input aeration system for the wastewater treatment process, resulting in
significant saving of time and effort, which means that it fulfilled its objective.
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Fig. 7.7 Ontology additional types
7.4. Peristaltic pump control

Predictive control of aeration process using a peristaltic pump requires knowledge
about pump’s characteristics. To achieve that, U, generated by pump over 30(s) cycle was
estimated based on DO changes for multiple pump’s settings. These settings include two
parameters; one is pump’s speed in 0-100 range where 0 means that the pump is turned off
and 100 represents pump’s maximum rotating speed. Second pump’s parameter is running
time (uptime) which describes how long the device was turned on in the 30(s) cycle.
Obtained measurements allowed to prepare pump’s characteristics in the form of an
equation that is dependent only on these two parameters. However, these parameters occur
in various combinations, thus resulting characteristics equation consists of many
coefficients. Because of that, to maintain readability, the characteristics equation is
presented in a tabular form in table 7.1. Based on observations during identification
experiments, an additional constraint was applied, that the minimal possible setting for the
peristaltic pump is 5(s) uptime in 30(s) cycle with a power level 10. These are the minimal
settings for which the pump provides stable air output. Below them the pump’s behaviour
varied over time making its unreliable for process control purposes.

During agent’s initialization, Peristaltic Pump Agent decodes provided pump
characteristics and calculates u;, ;, = tsg 19 AN Uy ax = Usgs 100, these boundary values
are then used throughout agent’s lifetime to look for suitable control values. Next, during
each control cycle, a procedure of finding suitable control settings for peristaltic pump is
performed. Its general view is presented in fig. 7.8. Figures 7.9 and 7.10 present how the
prepared model estimation fits to measured data:

- The agent starts with requesting all process and system values, that are used as
initial conditions for an aeration model.

- After that, the agent searches for Uair opt that minimizes control error using
a bisection method. Search starts at u,;r equal to the average of Uair min @nd Uair max
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and ends when the predicted extreme DO concentration is less than

0.005(mg0>/1) from the set boundary or when the next step size is below 1-10°.
In every step, the agent sends new u,ir j to k a Prediction Agent that provides the
estimated k_a response. This response is used by the agent to simulate the future
behavior of the aeration process to predict the final control error. Depending on
the control error values, new u,; ; is selected or process is stopped.

Newly found uair opt N€ES then to be translated to peristaltic pump settings. This
is a two-stage process. Firstly, the agent finds pump’s maximum uptime duration
7(S) for which Uair opt fits between u, 10 and u 100, Search starts from 30(s) uptime
value that gradually drops each step by 5(s). When uptime is detected, the agent
moves to the second step. In this step, the agent already has the knowledge about
Uair opt @nd pump’s uptime. Substituting these values into peristaltic pump’s
characteristics results in the quadratic equation that the agent solves to calculate
pump’s power value.

After the procedure is concluded, the agent saves detected pump’s settings

alongside

the predicted control error to use it as a control for future Control Selection

Agent’s call for offers.

| Power (P%)
0 1 2

Table 7.1 Peristaltic pump model coefficients

0 4.92 %1072 1.1x1073 1.24 %1075
1 3.1%1073 9.34%10~* —2.67 %107
2 8.4 %107 491 *107° 7.1%1078
3 —1.02+107* 7.95 % 1077 0

4 2.04%10°° 0 0
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7.5. Fault detection procedure

Diagnostics Agent uses knowledge about dependencies between process values and
system values to detect faults in the system. These dependencies are represented in the
ontology (fig. 7.6 and 7.7). Every system value may have one or more dependencies.
Diagnostic process is started manually or by agents, when an unexpected behavior is
detected e.g. an agent requested a new value of some system value but did not receive any
response. When that happens, the agent sends a request to the Diagnostics Agent to start
diagnostics on a potentially faulty value. Diagnostics Agent begins the diagnostic process
by sending a request to provide the potentially faulty value. From that point, one of three
possible scenarios might occur:

- Positive reply when the requested value is received. Such reply indicates that the
system works correctly, thus no fault is detected.

- The Diagnostic Subsystem may also receive a negative reply which indicates
that agents responsible for providing the requested value work correctly but due
to outside factors are unable to provide the value. In such a case, the Diagnostic
Subsystem uses its knowledge base to get dependencies of the value and starts
diagnostic processes for these dependencies.

- The last scenario assumes that no reply is received in a specified time, which
indicates that a fault occurred in agents responsible for providing the requested
value.

The result of the diagnostic process is presented in the user interface. This process

in the form of decision diagram is presented in fig. 7.11.
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Fig. 7.11 Graphical representation of diagnostics process

7.6. Reliability rating system

Evaluation Agent can assign three possible reputation grades: reliable, uncertain
and unreliable in a way presented in fig. 7.12. Grade reliable indicates that other agents
should trust in declarations provided by the agent with this grade. On the other hand
declarations from agents with grade unreliable should not be trusted. Uncertain is
a transitional grade which indicates that agent’s reputation may soon change to another
grade. Agents with this grade might be trusted by others, but it is not mandatory. Agents
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that require high reliability of input data should rely only on reliable agents. Reputation
grades are assigned based on a verification of expected control result that the agent
declared in its control offer. If agent’s declaration matches the observed result, its
reputation is raised by one grade until it reaches reliable grade, otherwise its reputation is

dropped by the grade until it reaches unreliable grade.

o

Aeration phase is
over, saving last
selected control.

aximum level of DO
concentration

detected.

Max DO
prediction error
inside allowed
tolerance?

Agent's current
reputation
level.

Agent's current
reputation
level.

Reliable Unreliable

Unreliable Reliable

|

Agent's reputation
raised to reliable.

Agent's reputation
raised to

Agent's reputation
grade unchanged.

Agent's reputation
lowered to .

Fig. 7.12 Graphical representation of an evaluation flow

7.7. Simulation results

At the beginning, initial measurements to estimate us for the ON-OFF pump and
Uair Values range for the variable speed pump were performed using the approach described
in [26]. For the ON-OFF pump ua was estimated at 2.52 (1/h), the variable speed pump
characteristic coefficients are presented in table 7.1. Simulation validation was performed
using the presented multi-agent control system and LabVIEW environment where the
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aeration process described with (3.1) was simulated using previously estimated u,;, values.
Other parameters were set as following: DOgy = 10 (mg O2/l), Tia = 88 (), To = 27 (3),
OUR(t) was set at the constant value during the simulation equal to 2.4 (mg O/l h).
Process simulation was using LabVIEW OPC UA Toolkit to communicate with created
MAS.

Firstly, two control methods were analyzed and compared through the simulation.
In the first approach, the simulated process was controlled by the conventional BBPC
algorithm. For the next approach, control was performed by the MAS implementation
described in chapter 7.2. Results of simulation are presented in fig. 7.13.

Obtained results show that for both approaches SPyi, value was reached precisely,
but the precision of reaching SPnax value varies between them. For BBPC, significant
overshoots over SPnax boundary are visible (around 0.1 (mgO, / I)), this behavior is
expected and matches results and analysis presented in [26]. MAS with the variable speed
pump control can achieve significantly better precision of reaching SPmax. Differences
between peaks of DO values and SPmax for the second approach were not larger than
0.006 (mgO, / 1). CV values in fig. 7.13 illustrate how MAS control with the variable speed
pump functions. Drop of the ug, from 2.52 (1/h) to the other non-zero value indicates the
moment when MAS decides to turn on the variable speed pump tuned to precisely reach
SPmax boundary. For standalone BBPC u,i value can only be switched between 0 (1/h) and
2.52 (1/h), because of that, during the last aeration cycle u,; must stay at 2.52 (1/h) or
0 (1/n) which usually results in either a noticeable overshoot or a maximum value not
reaching SPmax.

During the next simulation, MAS reputation and reconfiguration mechanisms were
verified. Simulation started using the MAS system with the variable speed pump, but
parameters of this pump’s model were intentionally set incorrectly. Later, agents with
correct variable speed pump’s model parameters were added to MAS. Results of the
simulation presented in fig. 7.14 visualize influence of Evaluation Agent actions on the
process control and MAS ability for online reconfigurations. For the first two aeration
periods MAS uses the incorrectly modelled variable speed pump. This can be noticed by
avisible difference between the maximum DO declaration and the real maximum DO
value. Because of that, in each of these aeration periods, reputation of agents responsible
for the variable speed pump control is dropped by one grade down to unreliable grade.
After two aeration periods, control offers graded as unreliable from agents controlling the
variable speed pump are ignored and as a result BBPC algorithm based only on the ON-
OFF pump is realized. That results in visible gaps between the SPnax and the maximum DO
value but expected maxima now matches measured values, proving that agents responsible
for this control are reliable and their offers should be used over unreliable ones. The
moment when new agents were added to MAS is indicated by the vertical line. Newly
added agents were seamlessly included in MAS control flow and in the next aeration cycle
their control offer was already in use resulting in immediate improvement in precision of
reaching SPnax Value. This proves that the MAS has an ability to adopt new agents to its
structure during runtime. Therefore, it is possible to provide online improvements and
corrections to MAS and perform its reconfigurations.
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Lastly, the MAS ability to diagnose its faults was verified. For this experiment, the
agent responsible for OUR(t) calculations was modified to impair its communication
capabilities and thus become a fault point of the MAS. When the control system was
started, the agent responsible for diagnostic capabilities was requested to diagnose the state
of CV calculation. Every event that might indicate a fault in the system is presented by the
agent on its GUI component. Such events occurred during CV test, control-forward test (in
the MAS implementation control-forward is the name of the selected control) and lastly in
the OUR(t) test where nonresponding agent was detected. Example of Ul communicates is
presented in fig. 7.15.
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Fig. 7.14 Simulation verification of reputation mechanisms and MAS reconfiguration
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7.8. Experimental results

Data transfer between MAS and PC with SCADA deployed is performed using
OPC UA protocol as presented on fig. 7.16. Experimental validation was made using the
real activated sludge laboratory setup presented in chapter 3 with preliminary off-line
estimation of parameters of the model based on measurement data. Assuming constant
saturation concentration DO =10 (mg Oy/l), parameters values were estimated as
following: Twa =50 (S), To = 14 (s) and ua = 2.52 (1/h). First experiment was focused on
comparison of the presented multi-agent control system with BBPC algorithm. During
experimental measurements OUR(t) value was estimated at OUR(t) = 2.7 (mgO2/I h).

As can be seen in fig. 7.17, overshoots generated by the BBPC algorithm are
visibly smaller than ones obtained through simulation. Even though, in comparison to
simulation results, overshoots during BBPC control for these conditions are significantly
smaller, the proposed agent-based solution is still able to outperform the former controller
and reach SPnax boundary precisely during every aeration cycle by properly adjusting CV
value for the last aeration cycle in the sequence. CV graph in fig. 7.17 shows that for some
aeration cycles there was no need to use the variable speed pump to achieve high control
precision. MAS recognized these cases and used only the ON-OFF pump.

Because it is not possible to prepare an organic substrate batch that would ensure
identical OUR(t) for each experiment, slight differences in OUR(t) values can be noticed
through descending DO slopes not being parallel to each other in fig. 7.17. However, in
author’s opinion influence of those differences on final results are negligible.

The goal of the second experiment was to verify the implemented MAS response to
addition and removal of new controllers. The experiment was divided into three phases.
Firstly, agents responsible for the variable speed pump control were absent, forcing the
control system to use only agent-based version of BBPC algorithm. After some time,
agents that are capable to control the variable speed pump were added to the system. Then
after 1.5(h), those agents were removed, forcing the system to once again rely only on the
BBPC algorithm.

Results in fig. 7.18 show that the control system can switch to more precise control
the moment it becomes available. When capabilities of the control system are limited by
removing specific agents, the MAS is also able to immediately switch to a less precise
control without any disruptions.
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7.9. Summary

This chapter presented the concept of a multi-agent, multi-controller system for
a model-based predictive control of continuous processes.

The proposed MAS design was verified in a practical implementation of
a boundary-based control of a DO concentration in a biological reactor aerated by an ON-
OFF and a variable speed aeration pumps. For that implementation a novel, agent-based
control algorithm was proposed and tested in both a simulation environment as well as in
a real activated sludge laboratory setup. Practical comparison of the novel control system
with BBPC algorithm proved superiority of MAS that was able to reach set boundaries,
especially SPmax boundary with a significantly better precision. Further experiments
additionally verified, that parts of presented MAS can be added or removed from the
system at runtime with seamless switch in control. MAS is also able to reconfigure its
structure and switch between available control algorithms based on reputation mechanism
that compares agents’ declarations with real measurements and assigns reputation grades
based on that knowledge. Additionally, a fault detection algorithm that uses knowledge
about the system to detect faulty agents is proposed and verified. These attributes improve
MAS maintainability, using such MAS based control systems might reduce downtime and
costs spent for maintenance in industrial use cases.

Main conclusions from this chapter in the context of the dissertation is the fact that
MAS prepared according to the proposed ontology structure and the architecture layout
was successfully applied in control of the complex biotechnological process. MAS
architecture layout proved its usability and the previously prepared base implementation of
ontology significantly reduced time needed for preparation of system’s knowledge base.
MAS by itself was able to effectively control the aeration process outperforming
acomplex, conventional control algorithm, and display self-diagnostic and
reconfigurability behaviors. This proves that with enough knowledge and preparation MAS
based solution might be a competitive alternative to conventionally built systems.
Suggested design of MAS for a model-based predictive control of continuous processes
was successfully applied to control of a real continuous process using multiple actuators
and various types of control laws. However, up to this chapter all of the work was built for
and verified on the aeration process. Therefore, the approach presented in this chapter
needs to be additionally verified on other types of biotechnological processes.

62



Jakub Pospiech

8. MAS for continuous control of lactic acid fermentation
process

This chapter describes the last phase of the doctoral research that focuses on an
implementation of the previously prepared MAS based approach for the continuous control
of process other than a dissolved oxygen concentration control in wastewater treatment.

As mentioned in the previous chapter - up to this phase, all of the work was built
for and verified only using the aeration process. To ensure reliability of the proposed
approach, it needs to be additionally verified using a different type of a biotechnological
process. For that task, control of a lactic acid fermentation was chosen.

This chapter focuses on an application of MAS developed according to prepared
rules for the lactic acid fermentation control in a two tank reactor setup described in
chapter 3 of the dissertation. Similarly to previous research — prepared MAS should be able
to reconfigure itself according to encountered conditions through the seamless switch
between control algorithms.

8.1. Definition of control objective and used controllers

The universal objective in the lactic acid fermentation process control is to optimize
conversion of glucose into lactic acid via fermentation. According to analysis from [36],
this can be indirectly achieved by keeping substrate concentration S, around the specific
point, that ensures maximum efficiency of lactic acid production, while minimizing
residual glucose concentration at the same time. This approach is applied to the control of
the simulated lactic acid fermentation process described in chapter 3, as a result — S; and S,
become output values of the process that should be kept at a specified level while substrate
input dilution rates D; and D, are control values. However, it is assumed that the
enrichment factor dilution rate (Dj,) is constant throughout the experiment, resulting in
final pair of control values being D1; and D,. Additional assumptions are as follows:

- specific growth rates py pp, v1, V2, g1 and gz are not known,

- measurements of biomass and lactic acid concentrations for each reactor are not

available,

- specific values of inflow substrate concentrations Sin1, and Sin,, are unknown,

in1’

St.> and <S;

inl in2’

however ranges of possible concentrations <S Si,> are
available,
- the remaining projects coefficients, e.g. enrichment factor inflow concentration
ain1 are known.
Two controller types were chosen for this task. One is a conventional Pl controller
that will be used as a backup controller. The next control algorithm used is a Robust
Adaptive Controller — RAC presented in [37] which will be used as a main controller for

the experiments.
8.1.1. RAC Controller

RAC Controller, described in [37] is an adaptive control strategy dedicated to the
lactic fermentation process control and designed to answer the process’s main control
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challenges, i.e. its strong nonlinearities and uncertainties. Algorithm’s control law is
presented on equations (8.1-8.5).

BN - + ~
S1=-p1+ —Dll(sm21+sm1) = DiS; + w1(51 — 1) (8.1)

~

- + ~
S, =—pz+ w + D;1S; — (D1 + D3)S; + w2(S; — S3)  (8.2)

f’? = V1(~§1 -5 (8.3)

) 53 = V2(§2 —52) (8.4)

[Dl] _ SimT%‘Sl i 0 ] _ {[55:,31] LA 0]_ 55P1—51]+ E]Jr[mz(si‘nzﬁs&l)]} (8.5)
D, S =S, smzz;s;;Lz _s, Ssp2 0 A1 Sspz — S, D> 0

Where p; and p, are estimations of reaction rates inside each reactor, y;, y2, w4,
and w, are estimator’s tuning parameters and A;, A, are controller’s gains. For this
experiment, values for each parameter were based on analysis from [37]: y; = 0.5,y, =
0.4, w; = —0.75,w, = —0.5,1; = A, = 0.25.

8.1.2. PI Controllers design

It is often challenging for PI controllers to be able to follow a set point for such
complex, nonlinear processes like lactic fermentation. To ensure satisfactory control
quality, process’s characteristics need to be analyzed. In this case static and dynamic
characteristics of each reactor were analyzed, during analysis of the second reactor
assumption was made, that output substrate concentration and dilution rate from the first
reactor were constant and equal to 2(g/l) and 0.0556(1/h) respectively. For the reactor 1,
input substrate concentration Sjn; during analysis was kept at 50(g/l) and input enrichment
factor inflow concentration ainy at 6(g/l), for reactor 2 Sj,, was set at 200(g/l). Results of
process analysis are presented in fig. 8.1-8.4, figures 8.1 and 8.3 show nonlinear characters
of reaction inside each reactor. Because of that, Pl controllers tunings will be efficient only
for specific set point values. It was decided, that PI controller for the reactor 1 will be
tuned for S;=2(g/l) and the reactor 2 will be tuned for S,=5(g/l). Tuning for these values
were derived using fragments of step responses from figures 8.2 and 8.4 that correspond to
chosen values. Based on these step responses, FOPDT models were identified that were
finally used to calculate PI tunings, presented in (8.6, 8.7).

PL(s) = 0.25(1 +——) (8.6)
PIy(s) = 0.015(1 + —) (8.7)

64



Jakub Pos$piech

S(gh)

S(g/l)

0.05 0.055 0.06

D(1/h)
Fig. 8.1 Static characteristics of S; over D,

0.065

0.07

D11

0.045

-
=

0.04

0.035

’_I—,i
e
e

T

Jff

0.025

,_Ii
-

1 V—‘

E——

0.015

0 1000

2000 3000 4000 50

time(h)

00

Fig. 8.2 S; changes over time during static characteristics analysis

6000

25

20

0 0.002

0.008 0.01 0.012 0.014

D(1/h)

0.004 0.006

Fig. 8.3 Static characteristics of S, over D,

65

0.016

0.018

0.02

D(1/h)



MAS for continuous control of lactic acid fermentation process

S(gll)

25

0.02

0.018

0.016

0.014

0.012

0.01

D(1/h)

0.008

0.006

0.004

0.002

0 | | | | | | I I
200 400 600 800 1000 1200 1400 1600 1800 2000

time(h)

Fig. 8.4 S2 changes over time during static characteristics analysis

8.2. MAS implementation architecture

MAS architecture was designed based on prepared rules and is presented in fig. 8.5,
its layer view is similar to the MAS architecture used in previous research presented in the
last chapter. The only difference is a lack of diagnostics layer — this project is strictly
focused on application of MAS to process control, thus diagnostic capabilities of MAS
were in this case omitted. Every layer contains following agents:

Communication Layer — once again contains single agent that operates OPC UA
client. However in this case multiple process values are transferred to the MAS

from the controlled system, these values are S1,S,,S; ;, Si1,S;,5» Sina- This agent
sends to OPC UA server CV values (D13 and D,) that are prepared by the MAS.
Input Data Layer —this layer consists of a single agent that derives reaction rate
estimations for each reactor (p; and p3). This agent is sending their calculated
values on-demand — when an appropriate request is requested.

Control Algorithm Layer — consists of five agents organized in a way presented
in fig. 8.6. RAC Control Agent calculates control offers using RAC control law.
PI1 Agent calculates control offers of D13 using PI controller with tunings from
(8.6) and PI2 Agent analogically calculates control offers of D, using tunings
from (8.7). There are two agents responsible for selection of the most suitable
control values — one for each control value, their names are D;; Selection Agent
and D, Selection Agent. In this case the selection is based on a priority
mechanism — agent with higher priority will take over control whenever it is
able to derive the control value. In presented experiment RAC Control Agent
has the highest priority.

Actuator Layer — contains single agent that packs data from Control Algorithm
Layer into a single message format and propagates it throughout the system.
Interface Layer — contains a single agent that gathers and presents to user data
about the controlled process and exposes interface through which the user can
modify control set points.
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8.3. Ontology in presented MAS implementation

Ontology used alongside presented MAS implementation, presented in fig. 8.7 is
a reused version of the ontology described in the previous chapter with minor adjustments.
These adjustments include removal of entities and attributes used in diagnostics and rating
procedures, because they are not used in this project. Additionally, ControlOffer attributes
were adjusted to reflect a different, priority based control selection algorithm. Such broad
reuse of previously prepared ontology proves reusability of designed approach.
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Fig. 8.7 Ontology used during the experiment
8.4. Experimental results

Experiment was performed on a setup presented in the deployment diagram from
fig. 8.8. The central part of the setup is an OPC UA Server built in LabVIEW, remaining
components connect to the server using their OPC UA Client implementation. MAS,
described in the previous chapters is built using JADE framework, MATLAB Si, generator

is responsible of providing Siu1, S;; Sihi, Sinz Sinpr Sihz Values to the process simulation
and MAS. All of these values were generated using compound sinus functions, graphical
views of the changes are presented in fig. 8.9 and 8.10. Lastly, LabVIEW simulator
simulates process behavior as explained in chapter 3.

During the experiment, MAS capability to reconfigure and adjust used control
algorithm according to encountered conditions was tested. Throughout the experiment,
set-point values for S; and S, were periodically changed. For S; the set-point value was
switched between 2(g/l) and 3(g/l) and for S, its corresponding set-point value was
switched between 5(g/l) and 6(g/l). Experiment starts with all data available that allows the
RAC to take over the control. After 500(h) of simulation, a process control fault - lack of
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S..,» Sihp estimations is introduced which should induce a controller switch by MAS to
ensure the best possible control quality.

Experiment results are presented in fig. 8.11 and 8.12. As can be seen in fig. 8.11
and 8.12 from the moment of the simulated fault, character of S, noticeably changes and
starts to demonstrate a more oscillatory behavior. This is caused by a switch of the

controllers that occurred at the fault moment. Up to this time, RAC Control Agent was

responsible of setting control values of both Dy; and D,. When S; , and Sj},, became
unavailable the RAC Control Agent was unable to derive D, values anymore. As a result,
control over this variable was handed to PI2 Agent which changed the character of D,
control and S, output changes. However, even after the induced fault RAC Control Agent
is still responsible of calculating new Dj; values because the fault does not limit its
capability for deriving this CV. Such limited fault event was recognized correctly, MAS
performed only necessary switches, and the control over unaffected variables remained in
preferred controller’s scope of responsibility. This behavior matched author’s expectations
and proved that MAS built based on prepared instructions is able to control other types of
biotechnological processes.

MAS OPC UA LabVIEW
server simulation
Si, generator
Fig. 8.8 Experiment deployment diagram
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8.5. Summary

This chapter presented the verification of prepared MAS and ontology development
rules in control of a lactic fermentation process.

Similarly to previous experiments, the prepared MAS also contained multiple
control algorithms enclosed inside agents that compete with other agents to take control
over the process. However, this time a simpler, priority based control selection approach
was chosen, with RAC Control Agent being the one with the highest priority, meaning that
its control offers were preferred over other agents.

MAS built based on previously derived instructions was able to the control lactic
fermentation process with a satisfying quality. Favored agent was in control whenever
possible, but when a fault occurred, MAS was able to adapt to the new circumstances and
still provided reliable control values.

Main conclusions from this experiment in the context of this dissertation is the fact
that the MAS prepared according to the proposed ontology structure and architecture
layout can be successfully applied in control of other types of biotechnological processes
Additionally, this experiment was MAS’s first test in control of a MIMO systems. It is also
important to point out that the prepared ontology schema proved its reusability. During this
experiment, the ontology implementation from the previous project was reused, even
though a different process was controlled this time. Only minor adjustments to the
ontology structure were required. This greatly reduced time and effort needed to develop
MAS for this experiment.
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9. Final conclusions

This dissertation presented a summary of author’s research focused on evaluating
usefulness and feasibility of multi-agent systems in biotechnological process control.

The research consisted of four studies divided into two phases. The first phase
includes two pilot projects which main objective was an initial evaluation of MAS
usefulness for biotechnological process control and general gain of expertise. This
expertise was needed to propose multi-agent systems rules for architecture and ontology
development aimed at improving MAS availability and lower initial entry threshold.

Second phase was focused on feasibility studies of MAS for biotechnological
systems control developed according to proposed development rules.

The research started with the study presented in chapter 4 which was focused on the
development of practical MAS implementation with a relatively simple structure. The
system was using basic identification and simulation algorithms to realize the control goal
limited to precisely reaching only the lower boundary of process output values.
Nonetheless it was able to show an idea of how multi-agent systems dedicated for closed
loop control can be designed and built. The main conclusions from this study were as
follows:

- It proved that non real-time characteristics of agent-oriented tools used in the
research are sufficient for reliable control of the aeration process with relatively
long sampling time.

- MAS proved its ability to switch control algorithms and adaptability to current
conditions. However, in this research adaptability was implemented using
a simple priority mechanism.

- MAS design process encountered many difficulties regarding role assignments
of specific agents, their relations with each other, communication methods and
form of exchanged messages. This issue confirmed statements gathered through
the literature review that development of multi agent control systems lacks set
of common good practices, rules and hints making this process more difficult
and time demanding thus negatively impacting its feasibility. Providing
methods to simplify the design of MAS is essential for wider adoption of agent-
based control systems.

In response to presented conclusions, following research was focused on
preparation of the set of rules for a development of MAS for continuous process control.
Results of this research are presented in chapter 5. Proposed set of rules was then verified
in MAS which was developed according to the guidelines and then tested during the
control of the bioreactor aeration process simulation. Presented validation experiment and
its results can be treated as a proof of concept of the proposed architecture design. The
result of this research — sets of rules for MAS architecture design and ontology preparation
- is a base for following research projects.

Chapter 6 presents continuation of work from the previous chapter focusing on
designing an ontology schema for MAS for process control, especially for biotechnological
processes. The prepared ontology concept is based on the data and value concepts
hierarchy forming an universal core that can be reused in other control systems. Other
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classes can be easily modified, added or removed to comply with specific needs of any
application. Additionally, the number of classes used in the ontology is still low enough to
allow relatively simple manual modifications without a need to use any large-scale tools
dedicated for ontologies.

Chapters 7 and 8 present results from the second phase of the research, where MAS
systems for biotechnological system control undergone feasibility studies. Firstly, as
described in the chapter 7, rules of MAS development alongside the proposed ontology
were tested in the development of control system for the real process plant. The task was to
prepare and verify a MAS for dissolved oxygen concentration control in an activated
sludge wastewater treatment process in a multiple-input control setup. The system should
be able to alter MAS configuration during runtime through additions and removals of
specific agents. MAS prepared according to the proposed ontology structure and the
architecture layout was successfully applied in control of the complex biotechnological
process which proved usability of MAS architecture layout. Reused base implementation
of the ontology significantly reduced time needed for preparation of system’s knowledge
base. MAS by itself was able to effectively control the aeration process outperforming
acomplex, conventional control algorithm, and display self-diagnostic and
reconfigurability behaviors. This proved that with enough knowledge and preparation,
a MAS based solution might be a competitive alternative to conventionally built systems.
Suggested design of MAS for model-based predictive control of continuous processes was
successfully applied to control of the real continuous process using multiple actuators and
various types of control laws.

Lastly, chapter 8 described verification of prepared MAS and ontology
development rules in control of a different biotechnological process i.e. a lactic
fermentation process. MAS built based on previously derived instructions was able to
control the lactic fermentation process with satisfying quality. Verification proved that
MAS prepared according to the proposed ontology structure and the architecture layout can
be successfully applied in control of other types of biotechnological processes.
Additionally, the experiment was a MAS’s first test in control of MIMO systems. It is also
important to point out that the prepared ontology schema proved its reusability. During the
experiment the ontology implementation from previous project was reused, even though
a different process was controlled this time. Only minor adjustments to the ontology
structure were required. This greatly reduced time and effort needed to develop MAS for
this experiment and improved overall MAS feasibility.

In author’s opinion presented results prove MAS usefulness in the context of
biotechnological processes control. Prepared systems were able to complete stated
objectives, meeting author’s needs and expectations. In software development it is often
challenging to prove an advantage of one software paradigm over others. In most cases the
same functionality can be achieved using various approaches, although with different time
effort. In case of agent-based approach, initial effort to familiarize oneself with an
environment and prepare a program realizing simple functionalities is higher than in e.g.
object-oriented programming. However, with enough expertise, available rules and
standards, the effort noticeably drops. This can be seen in chapters 7 and 8 where
development according to prepared rules and the possibility to reuse already prepared
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components reduced time needed to prepare new implementations. Additionally, as
presented in the literature review and in e.g. chapter 7, agent-based systems are dedicated
for and are the most useful in solving complex problems like reconfiguration, diagnostics
and others that can be encountered in control of the biotechnological processes.

As described in the introduction, MAS feasibility is evaluated based on the two
questions:

In author’s opinion multi-agent systems are capable of controlling biotechnological
systems, proving it experimentally in chapters 4,5,7 and 8. The main doubt regarding this
statement was whether agent-based systems built with existent frameworks are able to
control real-time processes. Investigation from the chapter 2.1 reveals that this topic was
already analyzed in the literature. Although most of modern frameworks are not suitable
for direct control of real-time process, hierarchical designs are proposed that allow to use
these type of applications to control real-time systems. These designs were successfully
used in the dissertation.

Answer to the second question is related to the analysis of MAS’s usefulness and
depends on the specific case. In general, incorporating MAS in simple control loops, with
trivial control algorithms and all the necessary data available online will most likely not be
beneficial. An initial effort of building an agent-based system will be greater than using
other popular programming paradigms e.g. object-oriented, procedural or graphical
approaches. However, when the control problem becomes more complex by including e.g.
nonlinearities, uncertainties, unavailability of online measurements, necessity to adapt to
the changes of the environment etc. the additional effort associated with handling these
problems in the agent-based system will probably be much lower than in its counterparts.
This relation can be well presented with MAS from the chapter 7, in presented
experiments, agents that realize control algorithms are added and removed online.
Achieving the same result with other programming paradigm might be possible, but most
likely not trivial, in case of multi-agent systems such behavior is a natural result of agent’s
autonomy and realizing it required only little additional effort.

In author’s opinion the provided evidence is sufficient to prove the thesis that using
agent-based system built based on a set of development rules for biotechnological
processes enables development of control system with reconfigurable structure which is
able to adjust to the controlled processes to achieve satisfactory control quality, improving
MAS feasibility and proving its usability.

Future research in that field might involve adoption of MAS system into control of
other types of biotechnological processes, developing MAS for more complex control tasks
like control of whole wastewater treatment process and further analysis of rules for multi-
agent systems development.
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