dr hab. inz. Joanna Domanska Gliwice, 31 stycznia 2025 r.
Instytut Informatyki

Teoretycznej 1 Stosowanej PAN

ul. Baltycka 5, 44-100 Gliwice

Recenzja rozprawy doktorskiej

mer. Jeremiaha Oluwagbemi Abimbola
pt. " Algorithmic methods for detecting the tempo and time signatures
of music tracks”

Cel, zakres i charakter rozprawy

Przedstawiona do recenzji rozprawa doktorska zostata wykonana pod kierunkiem
naukowym dr hab. inz. Pawta Kasprowskiego, profesora Politechniki Slaskiej. Promo-
torem pomocnicznym jest dr inz. Daniel Kostrzewa.

Rozprawa dotyczy problematyki klasyfikacji utworéw nuzycznych poprzez analize
tempa i metrum. Tempo okreéla predkosé utworu w uderzeniach na minute (BPM),
natomiast metrum definiuje jego strukture rytmiczng. Autor rozprawy jako cel pracy
wskazal zbadanie skutecznosci réznych technik ekstrakeji cech, metod przetwarzania
sygnatu oraz algorytmdw uczenia maszynowego w detekcji tempa i metrum.

W ramach pracy autor rozprawy zamierzal opracowaé¢ nowatorskie metody algo-
rytmiczne do wykrywania tempa i metrum, wykorzystujac zaréwno klasyczne techniki
przetwarzania sygnalu, jak i algorytmy uczenia maszynowego. Autor formutuje cztery
hipotezy badawcze dotyczace skutecznosci réznych metod:

1. Wykorzystania Mel-Frequency Cepstral Coefficient (MFCC) do detekeji metrum;

2. Optymalizacji algorytméw detekeji poprzez zastosowanie algorytmow genetycz-
nych;

3. Skutecznoéci glebokich sieci neuronowych ResNet w rozpoznawaniu metrum;

4. Lepszej efektywnoéci modeli zespotowych {ensemble) w poréwnaniu do pojedyn-
czych klasyfikatoréw.

Zawartosc¢ rozprawy
Forma drukowana recenzowane] rozprawy obejmuje 146 stron. Praca zostata na-

pisana w jezyku angielskim i sktada sie ze wstepu, o$miu rozdziatéw, podsumowania
pracy oraz wykazu literatury. Tytul odzwierciedla zawartoéé pracy, a przyjety uktad
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pracy jest prawidlowy. Autor rozprawy numeruje rozdzialy wliczajac do numeracji
Wstep oraz Podsumowanie.

Wstep sklada sie z 5 sekcji. Pierwsza sekcja zawiera podstawy teoretyczne, ktore
wyjasniaja w jaki sposdb atrybuty utworéw muzycznych, takie jak tempo i metrum,
wplywajg na charakter utworu. Autor rozprawy opisuje w tej sekcji w jaki sposéb
te atrybuty moga stuzy¢ do podzialu utworéw wg gatunku, nastroju czy tez stylu.
Sekcja druga poréwnuje dwa typy reprezentacji dzwieku: MIDI oraz audio pod katem
przydatnosci do detekcji metrum. Kolejna sekcja zawiera poprawnie sformulowany
cel rozprawy. W sekcji czwartej autor opisuje hipotezy badawcze, ktére dotycza r6z-
nych podejs¢ do detekeji metrum i tempa w utworach muzycznych. Sg one oparte
na zastosowaniu technik przetwarzania sygnatu, klasycznych metod analizy muzycz-
nej oraz algorytmoéw uczenia maszynowego i glebokiego. Kazda z hipotez odpowiada
na konkretne aspekty celu pracy i testuje rézne podejécia, ktére moga przyczynié sie
do poprawy dokladnodci detekcji metrum i tempa. Sekcja pigta opisuje metodologie
badawcza wykorzystang w ramach pracy. Obejmuje ona zaréwno klasyczne metody
analizy muzycznej (ASM, BSM), jak i nowoczesne techniki uczenia maszynowego, a
takze sieci neuronowe. Opisano réwniez bazy danych, ktére wykorzystano do trenowa-
nia modeli. Przedstawiono réwniez zastosowanie metod wykrywania tempa i metrum,
ktore obejmuje zastosowanie w systemach rekomendacji muzycznych, automatyczne;
transkrypcji muzyki oraz edukacji muzyczne;j.

Rozdzial drugi sktada si¢ réwniez z 5 sekcji i jest rozdziatem teoretycznym oma-
wiajgcym rozne podejécia do klasyfikacji muzyki. Sekcja pierwsza dotyczy klasyfikacji
gatunkéw muzycznych. Omawia klasyczne podejscia wykorzystujace cechy niskopo-
ziomowe (np. tekstura barwy, rytm) oraz nowoczesne metody bazujace na uczeniu
glebokim. Sekcja druga omawia detekcje tempa, ktore jest kluczowym parametrem
rytmicznym wplywajacym na klasyfikacje gatunkowa i percepcje muzyki. Opisane zo-
staly w tej sekeji tradycyjne metody oparte sa na analizie periodycznosci sygnalu oraz
nowoczesne algorytmy wykorzystujace uczenie maszynowe i analize widmowsa sygnatu.
Sekcja trzecia dotyczy klasyfikacji nastroju muzycznego. Metody klasyczne wykorzy-
stuja cechy akustyczne (np. rytm, barwa), modele ML analizuja teksty piosenek i ich
sentyment (NLP + MIR), deep learning (CNN, RNN) umozliwia automatyczne wy-
krywanie wzorcéw emocjonalnych. Sekcja czwarta omawia klasyfikacje instrumentaciji
czyli rozpoznawanie instrumentéw muzycznych w utworze, natomiast sekcja piata do-
tyczy detekeji wokalu w utworze muzycznym. W obu tych sekcjach podkreslono wysoks,
skutecznod¢ detekcji przy wykorzystaniu glebokich sieci neuronowych.

Rozdzial trzeci jest réwniez rozdziatem teoretycznym, analizujacym rézne podejscia
do wykrywania metrum w utworach muzycznych. W rozdziale przedstawione zostaly
tradycyjne metody cyfrowego przetwarzania sygnatu (DSP), oparte na matematycz-
nych transformacjach, np. transformaty Fouriera, auto-korelacja, ledzenie bitéw (beat
tracking). Metody te sg zazwyczaj regulowe, bazujace na analizie struktury sygnahu.
Opisano szerzej dwie metody wykorzystane w niniejszej pracy: model ASM (Audio
Similarity Matrix), ktéry poréwnuje powtarzajace sig wzorce rytmiczne w utworze,
tworzac macierz podobienstwa miedzy fragmentami utworu, celem analizy odleglogci
euklidesowych miedzy ramkami sygnalu oraz model BSM (Beat Similarity Matrix),
ktory analizuje rytm na poziomie uderzeni (beats) zamiast petnych taktow, stosujac
detekcje onsetéw (momentéw rozpoczecia dzwigku lub uderzenia w nagraniu audio)
do analizy podobienstwo miedzy sasiadujacymi beatami. Rozdzial trzeci przedstawia
réwniez wykrywanie metrum przy wykorzystaniu metod ML, ktére ucza sie na duzych
zbiorach danych, wykrywajac wzorce i zaleznodci rytmiczne.



Rozdzial czwarty jest réwniez rozdziatem teoretycznym przedstawiajacym podsta-
wy metod ML i DL stosowanych do detekcji metrum. W rozdziale tym przedstawione
zostaly modele ML takie jak SVM, Random Forest, KNN oraz klasyfikator probabili-
styczny bazujacy na twierdzeniu Bayesa (Naive Bayes). Modele te charakteryzuja sie
wysoka, skutecznoscia w przypadku dobrze zdefiniowanych cech wejéciowych (ustruk-
turyzowanych danych). W rozdziale tym opisane zostaly réwniez glebokie sieci neu-
ronowe, ktére pozwalajg na automatyczne wykrywanie ztozonych wzorcéw w danych
audio, eliminujac koniecznodé recznej ekstrakeji cech. Doktoeant opisal sieci w tym
rozdziale CNN,; CRNN, ResNet oraz hybryde ResNet i LSTM.

Rozdzial pigty opisuje autorsks prace doktoranta, polegajaca na stworzeniu zbio-
ru danych METER2800, dedykowanego do detekeji metrum. Autor dokonat przegla-
du popularnych zbior6éw danych stosowanych w MIR (Music Information Retrieval),
podkreslajac ich ograniczenia w kontekscie detekeji metrum. W rozdziale tym opi-
sano szczegdlowo proces tworzenia autorskiej bazy danych METER2800 oraz proces
ekstrakeji cech akustycznych z nagrai, ktéry obejmowal wydobycie kluczowych nisko-
poziomowych cech déwiekowych, czesto wykorzystywanych w analizie muzyki i mowy.

Rozdziat szosty przedstawia metode MFCCSM (Mel-Frequency Cepstral Coeffi-
cient Similarity Matrix), ktorej celem jest poprawa dokladnodci detekeji metrum. Me-
toda ta rozwija wezesniejsze podejscia (ASM i BSM), wykorzystujagc MFCC do analizy
rytmicznych i akcentowych wladciwosci utwordw muzycznych. Gléwna roznica polega
na lepszym uchwyceniu barwy dZzwigku, akcentowania i niuanséw rytmicznych, co prze-
klada sie na wyzszg dokladnosé klasyfikacji metrum.

Rozdzial siddmy przedstawia optymalizacje modelu MFCCSM (Mel-Frequency Cep-
stral Coefficient Similarity Matrix) w celu poprawy jego skutecznodci w detekeji me-
trum. Doktorant wykorzystat dwie kluczowe techniki: optymalizacje Bayesowska i algo-
rytmy genetyczne (GA), ktére pozwolity na znaczacg poprawe dokladnosdcei klasyfikacji
metrum w poréwnaniu do modelu bazowego. Rozdzial opisuje szczegotowo obie techni-
ki optymalizacji. Przedstawiono réwniez wyniki eksperymentéw - Doktorant poréwnatl
skutecznosé modeli przed i po optymalizacii, uzyskujac znaczaca poprawe doktadnosci.

Rozdzial 6smy przedstawia poréwnanie klasycznych i glebokich modeli uczenia ma-
szynowego w detekcji metrum przy uzyciu zbioru METER2800. Autor testuje cztery
klasyczne modele ML (SVM, Random Forest, Naive Bayes, KNN) oraz cztery mode-
le glebokiego uczenia (CNN, CRNN, ResNet18, ResNet18-LSTM). Wyniki ekspery-
mentéw pokazuja, ze metody glebokiego uczenia przewyzszaja klasyczne algorytmy,
szczegolnie w zadaniu detekeji metrum na danych wieloklasowych.

Rozdzial dziewiaty przedstawia zastosowanie technik Ensemble Learning w celu po-
prawy doktadnodci detekcji metrum. Doktorant testowal kilka metod tgczenia modeli,
aby znalezé najlepsza strategie klasyfikacji metrum. Doktorant testowal takic metody
laczenia modeli, jak Soft Voting, Weighted Voting, K-Ranked Voting, Stacked Voting
i Bayesian Model Averaging (BMA), a takze optymalizowal wazone glosowanie za
pomoca algorytméw genetycznych (GA). Wyniki eksperymentéw pokazujg, ze mode-
le zespotowe przewyzszaja pojedyncze modele, szezegdlnie w zadaniach wieloklasowej
klasyfikacji metrum.

Podsumowanie pracy (oznaczone jako rozdzial dziesigty) zawiera skrécony opis
gtéwnych celéw pracy, uzyskanych w ramach pracy wynikéw oraz wnioskéw plynacych
z przeprowadzonych badai.

Bibliografia zawarta w rozprawie sklada si¢ z 167 pozycji. Cytowane w tekscie roz-
prawy pozycje oraz analiza ich zawartosci potwierdzaja dostateczng znajomosé stanu
wiedzy doktoranta - zwigzanego z tematyka rozprawy.
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Ocena rozprawy

Rozprawa doktorska dotyczy zagadnien zwigzanych z metodami detekeji metrum
w utworach muzycznych. Praca ma na celu analize skutecznosci roznych podejsé do
klasyfikacji metrum, w tym zaréwno klasycznych metod przetwarzania sygnatu (ASM,
BSM), jak i zaawansowanych modeli opartych na sieciach neuronowych.

Autor rozprawy dokonal prawidtowej analizy stanu wiedzy na temat detekcji me-
trum, klasyfikacji muzyki oraz metod ML/DL stosowanych w analizie sygnalu audio.
Przedstawil analize istniejagcych metod detekcji metrum (ASM, BSM) oraz w prawi-
dlowy sposob wskazal ich ograniczenia. Zaprojektowal i opracowal nowy zbiér danych
- METER?2800, ktéry zawiera recznie oznaczone nagrania muzyczne. Doktorant doko-
nat poréwnania skutecznosci klasycznych metod ML i glebokiego uczenia w analizie
metrum, w tym algorytmow takich jak SVM, KNN, Random Forest, CNN, CRNN,
ResNet18, ResNet18-LSTM. W ramach przeprowadzonych badan przedstawil optyma-
lizacje detekeji metrum poprzez zastosowanie algorytméw genetycznych (GA) i opty-
malizacji Bayesowskiej (BO). W ramach pracy doktorskiej autor rozprawy przepro-
wadzil réwniez badania wplywu technik Ensemble Learning na poprawe dokladnodei
detekcji metrum, w tym metod Stacking, Weighted Voting i Bayesian Model Averaging
(BMA).

Hipotezy postawione w pracy sa oryginalne, a uzyskane i opisane w pracy wyniki
potwierdzaja osiagniecie celu pracy.

Praca zostala napisana w sposob przyjazny dla czytelnika, bez zauwazalnych du-
zych niedociagnieé edycyjnych. Mozna zauwazyé drobne bledy formatowania w biblio-
grafii (niespdjnosci w zapisach nazwisk - czasem pelne imiona, czasem tylko inicjaty).
Czytelnosé 1 przejraystosé struktury pracy mozna by bylo poprawié¢ rezygnujac z nie-
ktorych zbyt krotkich sekeji, m.in. sekeji 1.3, ktéra zawiera tylko 5 linii tekstu. Rozdzial
6 jest rowniez nieproporcjonalnie krotki - w stosunku do pozostalych rozdzialéw pracy.

Przedstawione ponizej uwagi i spostrzezenia nie wpltywaja na pozytywna ocene me-
rytoryczne]j czesci pracy oraz nie podwazaja dobrej oceny umiejetnosci autora do po-
prawnego 1 przekonujacego przedstawienia uzyskanych przez siebie wynikéw. Oczekuje
jednakze od doktoranta ustosunkowania si¢ do ponizszych uwag podczas publiczne;
obrony pracy doktorskiej:

e niektére modele moga dzialaé¢ lepiej na czystych nagraniach niz na utworach o
stabej jakosci audio. Niedosyt budzi brak opisu jakosci dzwieku w bazie ME-
TERZ2800 - uwzgledniajacego jakosé plikéw w GTZAN, FMA-medium i Magna-
TagATune. Brakuje w pracy dyskusji dotyczacej odpornoéci modeli na szum i
znieksztatcenia.

e autor opisuje w pracy regularne oraz nieregularne metrum podkreslajac wplyw
rodzaju metrum ma strukture rytmiczng utworu. Nie wspomina natomiast o
polimetrii, ktéra oznacza wystepowanie réznych metrum w tym samym czasie
lub naprzemiennie w utworze. Interesujaca bylaby dyskusja, w jaki sposéb moz-
na by wykorzysta¢ metody opisane w pracy do klasyfikacji tego typu utworéw
muzycznych.



Whnioski koncowe

Mgr Jeremiah Oluwagbemi Abimbola przedstawil rozprawe doktorsky zawierajg-
ca oryginalne rozwiazania w zakresie klasyfikacji utworéw nuzycznych poprzez ana-
lizg tempa i metrum. Rozprawa doktorska dotyczy waznego problemu oraz stanowi
wartosciowe osiggniecie naukowe Autora. Dysertacja doktorska powinna rowniez po-
twierdza¢ ogdlng teoretyczng wiedzg Doktoranta w danej dyscyplinie oraz umiejetnosé
samodzielnego prowadzenia pracy naukowej. Wg mojej opinii przedstawiona do recen-
zji praca spelnia wymienione wymagania.

Biorac pod uwage powyzsze stwierdzam, Ze niniejsza rozprawa spelnia wymogi
ustawowe stawiane pracom doktorskim w dziedzinie nauk nzynieryjno-technicznych,
w dyscyplinie informatyka techniczna i telekomunikacja, okreslone w Ustawie z dnia
20 lipca 2018 r. - Prawo o szkolnictwie wyzszym i nauce (tj.= D21 2 2023 poz 742,
z pézn.zm.) i wnioskuje o dopuszczenie Autora rozprawy do publicznej cbrony.
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