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OCENA ROZPRAWY DOKTORSKIEJ

” Algorithmic methods for detecting the tempo
and time signatures of music tracks”

Pana mgra inz. Jeremiaha Oluwaghemi Ambibola

W pismie Przewodniczacego Rady Dyscypliny Naukowej Informatyka Tech-
niczna i Telekomunikacja Politechniki Slaskiej dnia 27.11.2024 zostatem po-
informowny, Ze zgodnie z decyzja Rady, zostatem powotany na recenzenta
rozprawy doktorskiej Pana Jeremiaha Oluwagbemi Ambibola.

Promotorem pracy doktorskiej jest dr hab. inz. Pawel Kasprowski z Katedry
Informatyki Stosowanej na Wydziate Informatyki i Telekomunikacji Politech-
niki Slaskiej przy wspétudziale konsultanta dr inz. Daniela Kostrzewy.

Ocena tematyki rozprawy

Rozprawa dotyczy wykrywania tempa i metrum w utworach muzycznych
przy uzyciu metod algorytmicznych, uczenia maszynowego i gtebokiego ucze-
nia. Tematyka jest wiec aktualna, interdyscyplinarna i taczy informatyke,
inzynierie dZzwicku i sztuczna inteligencje, co podkresla jej potencjal aplika-
cyjny.

W rozprawie doktorskiej Autor propouje nowe sposoby analizy utworéw
muzycznych oparte na potaczeniu metod klasycznych i gltebokiego uczenia,
co moze prowadzié¢ do ulepszen w dziedzinie analizy dzieta muzycznego, po-
niewaz wykrywanie metrum i tempa ma szerokie zastosowania w:

1. Systemach rekomendacji muzycznej (np. Spotify, Apple Music).

2. Automatycznej transkrypcji muzycznej, wspomagajacej muzykologéw 1
producentéw muzycznych.

3. Algorytmach analizy emocji i stylu muzycznego.
4. Rozwoju systemdw sztucznej inteligencji do generowania muzyki.

Ocena rozprawy bedzie przeprowadzona z uwzglednieniem zaproponowa-
nych czterech hipotez badawczych, ktore w ostatnim rozdziale rozprawy sa
przez Autora walidowane.



Hipoteza 1 (H1) ,Wykorzystanie macierzy podobienstwa MFCC (MFCC
Similarity Matrix - MFCCSM) jako narzedzia do detekcji metrum moze zna-
czaco poprawié¢ doktadnosé identyfikacji sygnatur czasowych w muzyce.”

Hipoteza 2 (H2) ,Algorytm genetyczny moze by¢ uzyty do optymali-
zacji modelu opartego na MFCC w celu poprawy detekcji metrum.”

Hipoteza 3 (H3) ,Zastosowanie sieci neuronowej ResNet pozwoli na
skuteczng detekcje metrum w utworach muzycznych.”

Hipoteza 4 (H4) ,Model zespolowy (ensemble) oparty na glebokim
uczeniu zapewnia lepsze wyniki niz pojedyncze klasyfikatory.”

Charakterystyka rozprawy i jej zakres

Lektura rozprawy sprawia wrazenie, ze Autor przedstawia do oceny prze-
wodnik i zbior podstawowych, znanych faktow zwigzanych z tematem rozpra-
wy. Doktorant robi to w sposéb ogdlny, rozwlekty i bezreflesyjny. Mamy np.
porozdzial 3.4 "Machine Learning Methods”, a za chwile rozdziat 4 o tym
samym tytule, gdzie informacje sie powtarzaja. Trudno wytuskaé z tekstu
rozprawy indywidualny wktad Autora w rozwdj dziedziny. Praca sktada sie z
9 rozdzialéw. Rozdziaty 1-4 to obszerne wprowadzenie w tematyke zagadnie-
nia na bazie dostepnej wiedzy literaturowej. Rozdziat 5 zawiera opis wlasnej
bazy danych. Rozdzialty 6 oraz 7 to 2, 3 stronicowe krotkie teksty na tematy
bardzo wazne, z punktu widzenia tematyki rozprawy. Te rozdziaty zostaly
jednak opracowane bez nalezytej starannosei i precyzji wywodow. Rozdziaty
8 1 9 przedstawiajg ilosciowo-jakosciowe osiagniecia Autora rozprawy oraz
wnioski.

Problem naukowy rozprawy

Podstawowym problemem naukowym rozprawy jest opracowanie skutecz-
nych metod algorytmicznych do wykrywania tempa i metrum utworéw mu-
zycznych na podstawie sygnatéw audio. Tradycyjne podejscia, oparte na ana-
lizie MIDI, okazuja sie niewystarczajace, poniewaz w rzeczywistych zastoso-
waniach dominujg cyfrowe nagrania audio, ktdre sg znacznie bardziej ztozone
pod wzgledem struktury rytmicznej i zawieraja dodatkowe znicksztatcenia,
takie jak szumy, dynamika wykonania i zmiany tempa. Rozwdj metod analizy
audio wymaga potaczenia wiedzy z zakresu przetwarzania sygnatow, uczenia
maszynowego i teorii muzyki. Autor przedstawia metody, ktére mogg znalezé
zastosownie w automatycznym wykrywaniu metrum, ktére uwzgledniajg za-
rowno strukturalne aspekty rytmu, jak i mozliwosci technologiczne sztuczne]
inteligencji. Przeprowadzone badania majg na celu stworzenie uniwersalnego
modelu, ktéry bedzie moglt znalezé zastosowanie w réznych domenach — od
muzykologii po inzynierie dzwieku.

Analiza utworu muzycznego jest zadaniem trudnym, gdyz wymaga uwzgled-
nienia kilku aspektow:

e obserwacji zmiennosci rytmicznej — muzyka obejmuje szeroks game me-



trum, zaréwno regularnych (np. 3/4, 4/4), jak i nieregularnych (np. 5/4,
7/4),

e ograniczen klasycznych metod DSP, gdyz techniki oparte na prostych
filtrach czy transformacjach Fouriera nie sg wystarczajgco precyzyjne w
warunkach rzeczywistych nagran muzycznych. Trzeba wiec poszukiwaé
nowych skuteczniejszych metod,

e brak odpowiednich zbioréw danych — dotychezasowe bazy danych nie za-
wierajg wystarczajaco zroznicowanych przyktadéw metrum dla uczenia
modeli gtebokiego uczenia. Trzeba wiec budowaé nowe bazy referencyj-
ne o duzej liczbie zréznicowanych przyktadéw metrum, szczegdlnie dla
modeli glebokiego uczenia.

Gléwne pytanie badawcze mozna wiec sformutowaé nastepujgco: ,Jakie
algorytmy 4 techniki pozwolg na skuteczng detekcje tempa i metrum utwordw
muzycznych bezposrednio z sygnatu audio?”

W realizacji tego celu zastosowano podejscia wykorzystujace zaréwno kla-
syczne metody przetwarzania sygnalow, jak i techniki uczenia maszynowego
oraz uczenia glebokiego. Szczegdlny nacisk potozono na optymalizacje proce-
su ekstrakeji cech oraz integracje réznych modeli klasyfikatoréw w celu zwiek-
szenia odpornosci modelu klasyfikatora na zmiennosé sygnatu muzycznego.
Przeprowadzona analiza ma takze na celu poprawe doktadnosci klasyfikacji i
dostosowanie modeli klasyfikatoréw do réznorodnych gatunkéw muzycznych.

Celem Autora jest opracowanie i wdrozenie algorytméw umozliwiajacych
automatyczne wykrywanie tempa i metrum utworéw mugzycznych w sposob,
ktéry moze znalezé zastosowanie w rzeczywistych systemach analizy muzycz-
nej, takich jak systemy rekomendacji, oprogramowanie do transkrypcji mu-
zycznej czy inteligentne syntezatory dzwicku. Opracowane rozwigzania opie-
rajg sie¢ na potaczeniu technik przetwarzania sygnatéw z metodami sztuczne]
inteligencji, co poprawia jako$é analizy nagran audio.

Autor proponuje zastosowanie wlasnych rozwigzan, ale brak bezpogred-
niego poréwnania z istniejacymi systemami MIR (np. Essentia, Sonic Visu-
aliser) oslabia jednoznacznos$é wnioskéw. Autor proponuje istotne ulepszenia
w stosunku do metod klasycznych, ale przewaga ulepszeni nad narzedziami
komercyjnymi nie zostata dostatecznie wykazana.

Ocena wynikéw przedstawionych w rozprawie

Rozprawa wnosi nowe rozwiazania w zakresie detekcji metrum i tempa,
jednak nie jest przelomowa, poniewaz bazuje na istniejacych metodach lub
ich modyfikacjach. Do najwiekszych osiggnie¢ Autora rozprawy zaliczam:

a) Utworzenie nowej baza danych Meter2800 sktadajacej sie z polaczenia
bazy wtasnej oraz baz FMA, GTZAN i MAG. Baza zawiera 2800 rekordow.
Jest to jednak relatywnie mata baza na potrzeby uczenia glebokiego.
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b) Eksperymentalne poréwnanie klasycznych i glebokich modeli uczenia ma-
szynowego w kontekscie rozpoznawania metrum i tempa w plikach muzycz-
nych.

c¢) Optymalizacje metod detekcji metrum, choé nie jest jasne, jak bardzo
przewyzsza dotychczasowe podejécia.

d) Wprowadzenie do obliczeri whasnej macierzy podobienistwa MFCCSM wspél-
czynnikéw cepstralnych uzyskanych na podstawie cepstralnych czestotliwosci

mel ( MFCC ).

Przedstawione wyniki badawcze w rozprawie doktorskiej wskazuja na roézne
aspekty skutecznosci proponowanych metod wykrywania metrum w utwo-
rach muzycznych. Ponizej znajduje sie ich szczegdtowa analiza, uwzglednia-
jaca wartos¢ naukows, wiarygodnoéé, mocne strony oraz ograniczenia.

A) Wyniki oparte na metodach DSP.

Autor poréwnal skutecznosé klasycznych metod przetwarzania sygnaléw dzwie-
kowych (ASM, BSM) oraz nowej macierzy podobienistwa MFCC (MFCCSM).
Eksperymenty przeprowadzono na zbiorze Meter2800, a ocena modeli obej-
mowala klasyfikacje binarnej (2 klasy) i wieloklasowej (4 klasy).

Dla klasyfikacji 2 klas (3/4 1 4/4):

ASM: 53% , BSM: 50%, MFCCSM: 55% (najlepszy wynik)

Dla klasyfikacji 4 klas (3/4, 4/4, 5/4, 7/4):
ASM: 51%, BSM: 49%, MFCCSM: 53% (najlepszy wynik)

Wyniki pokazujg nieznaczng przewage dla MFCCSM w stosunku do metod
klasycznych, ale osiagnieta doktadnoéé (55% w najlepszym przypadku) jest
zbyt niska, aby uznaé ja za znaczacy postep. Nie przeprowadzono réwniez
testow istotnodci statystycznej, aby aweryfikowaé czy roznice sa znaczace.

B) Wyniki uczenia maszynowego.

Autor ocenit klasyczne algorytmy ML: SVM, KNN, Naive Bayes i Random
Forest.

Dla klasyfikacji 2 klas:

SVM: 86.67%, KINN: 84.83%, Naive Bayes: 84.50%, Random Forest: 86.00%.

Dla klasyfikacji 4 klas:
SVM: 74.29%, KNN: 70.43%, Naive Bayes: 66.00%, Random Forest: 72.57%.



Wyniki klasycznych algorytméw ML sa znacznie lepsze niz metody DSP.

C) Wyniki glebokiego uczenia.

Testowano sieci neuronowe: CNN, CRNN, ResNet18, ResNet18-LSTM na
cechach MFCC i spektrogramach.

Dla klasyfikacji 2 klas:

(MFCC) - CNN: 89.00%, CRNN: 0.88%, ResNet18: 88.50%, ResNet18-LSTM:
89.00%

(Spektrogramy) - CNN: 98.00%, CRNN: 0.99% ResNet18: 99.67%, ResNet 18-
LSTM: 98.50%.

Dla klasyfikacji 4 klas:

(MFCC) - CNN: 81.29%, CRNN: 0.80%, ResNet18: 85.14%, ResNet18-LSTM:
86.00%

(Spektrogramy) - CNN: 82.86%, CRNN: 0.86%, ResNet18: 90.71%, ResNet 18-
LSTM: 85.57%

Wyniki pokazujg wyrazng przewage gtebokiego uczenia nad innymi metoda-
mi, szczegdlnie gdy uzywane sg spektrogramy. ResNet18 osiagnal najlepsze
wyniki (do 99.67%), co potwierdza skutecznoéé glebokiego uczenia w analizie
metrum muzycznego.

D) Wyniki metod zespotowych.

Autor testowal rézne techniki taczenia modeli:
Weighted Voting (glosowanie wazone)
k-Ranked Voting

Bayesian Model Averaging (BMA)

Stacking (XGB, GB, CatB, RF)

Najlepsze wyniki osiagnieto przy zastosowaniu Weighted Voting, BMA lub
Soft Voting:

(MFCC) - F-Score = 0.8543, Accuracy = 0.8571

(Spektrogramy): F-Score = 0.9967, Accuracy = 0.9967.

Modele zespotowe, zwlaszcza przy uzyciu spektrogramdw, niemal perfekeyi-
nie klasyfikuja metrum, co stanowi najsilniejszy dowdd na skutecznosé metod
zespotowych.

Analizujac wszystkie zastosowane przez Autora techniki analizy utwordw

muzycznych mozna zauwazy¢, ze wprowadznie nowej macierzy podobiefistwa
MFCCSM, co miato byé innowacyjnym rozwigzaniem, nie podniosto skutecz-
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nosci rozpoznawania metrum, co wydaje sie by¢ rozczarowujace.

Pan mgr inz. Jeremiah Oluwagbemi Ambibola posiada niewatpliwie szcze-
gotows wiedze na temat metod analizy plikéw muzycznych przy pomocy me-
tod uczenia maszynowego. Doktorant potrafi réwniez projektowaé ekspery-

menty badawcze oraz formulowaé konkluzje na temat osigganych rezultatéw
badan.

Krytyczna ocena wynikéw
Uwagi na temat wynikow uzyskanych na podstawie uzyskanych badan ska-
tegoryzowa¢ mozna w postaci mocnych i stabych stron rozprawy.

Pozytywne (mocne) strony dysertacji:

Autor wskazal, Ze modele uczenia gltebokiego, takie jak ResNet18 i modele
zespotowe, znacznie przewyzszaja klasyczne podejscia oparte na klasycznych
klasyfikatorach uczenia maszynowego i technikach DSP. Wéréd wymienio-
nych metod najwiekszg skutecznoéé wykazujg techniki oparte na spektogra-
mach. Doktorant przeprowadzil tez wartosciowe poréwnanie réznych technik
analizy plikéw muzycznych, poréwnujac przydatno$é metod DSP, ML, DL i
modeli zespotowych, co wzmacnia wartos$é tych badai.

Autor, Jeremiah Oluwaghemi Abimbola, ma na swoim koncie kilka publika-
cji zwigzanych z tematyks rozprawy doktorskiej. Jego dorobek koncentruje
si¢ gtownie na detekeji metrum i tempa w muzyce oraz zastosowaniu metod
sztucznej inteligencji w analizie dZzwicku. Publikacje autora znalazly sie w
renomowanych czasopismach i konferencjach, takich jak EURASIP Journal
on Audio, Speech, and Music Processing oraz Sensors, co $wiadczy o pewnym
stopniu uznania w $rodowisku naukowym. Dorobek autora jest tematycznie
spojny 1 wskazuje na konsekwentne ukierunkowanie badar autora.

Praca wykazuje rowniez pewne ograniczenia i wady. Autor nie przeprowadzil
nawet najprostrzych testéw statystycznych w badaniach poréwnawczych réz-
nych metod analizy danych audio. Wyniki réznych strategii dawaly niekiedy
bardzo zblizone rezulaty liczbowe, to np. obliczenie odchylenia standardowe-
go dawaloby juz jakas wiedze na temat istotnosci tych wynikéw. WyrazZnie
brakuje takze testéw istotnosci statystycznej np. testu Wilcoxona, co by jed-
noznacznie rozstrzygato czy réznice migdzy metodami sg statystycznie zna-
czace.

Brakuje rowniez poréwnan z istniejacymi narzedziami MIR — nie wiadomo
wiec jak modele wypadaja w stosunku do popularnych narzedzi, takich jak
Essentia czy Sonic Visualiser.

W pracy znalez¢ mozna réwniez usterki we wszystkich wzorach rozdziatu 9,
gdzie zmienna N jest btednie opisywana w tekscie jako zmienna M.

Uwagi krytyczne, nie wptywaja na moja pozytywna ocene rozprawy doktor-
skiej mgr inz. Jeremiaha Oluwaghbemi Ambibola.



Whioski koncowe

Podsumowujgc przedstawiona powyze] szczegblows charakterystyke roz-
prawy doktorskiej Pana mgr inz. Jeremiaha Oluwagbemi Ambibola, stwier-
dzam, Ze praca spelnia wymagania stawiane pracom doktorskim z obszaru
nauk technicznych w mysl odpowiednich przepiséw ustawowych, tj. Ustawy
Prawo o szkolnictwie wyzszym i nauce, Dz. U. 2023, poz. 742 z pdzn. zm.

Wnosz¢ o dopuszczenie opiniowanej rozprawy doktorskiej do
dalszych etapéw przewodu doktorskiego.


Adam Domanski


