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1 Introduction

Demand forecasting is an issue that is important in almost every industry that offers

products or services to customers. It will apply to commercial vendors, but also to

suppliers of basic utilities like water, energy and gas. Demand forecasting will be an

attempt to predict the behavior and needs of current or potential customers. On a

small scale, such forecasting will be done only on the basis of domain knowledge and

one’s own predictions. For example, a local beauty salon is able to determine what

services it offers, and therefore what equipment or products it will need to provide

them. The person in charge of procurement is also able to predict which products may

run out, and order them from the manufacturer on an ongoing basis. Such forecasting

will be done on the basis of the responsible person’s domain knowledge and jugmental

forecasting. It can also make use of knowledge of historical transactions. Such a

person will, in some way, use historical knowledge for demand predictions – whether

in the form of their own memory of past needs or perhaps using transaction history

stored in service premises systems.

The challenge comes when demand forecasting is no longer so simple for one person

to perform. Such a situation may occur when the scale of the enterprise increases,

when many products/services areoffered, or when forecasts must be mage for many

locations (e.g. for a chain of stores). Another difficulty may be the horizon of the

forecast. There might be the need to forecast demand well in advance in order to

order the necessary products, or the other way around – when it is necessary to

forecast almost for the nextmoment, where we have a short time to analyse the

needs and make the decision. Another factor where forecasting demand may not

be a trivial task will be a situation where many internal and external factors affect

demand. For example, having one location in the area that offers a particular service

and knowing the number of our customers who, on average, come in every month

for a particular service, we are able to roughly predict sales in the following month.

However, it may be different if there are many similar establishments offering the

same service or product, and customers are willing to change vendors if they offer
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1 Introduction

better terms. In such a case, the number of sales can change significantly due to

the price offered to us and the competition, advertising or promotions offered. Sales

can also be affected by factors beyond our control, such as the time of year, day of

the week, holidays, outside temperature or weather. It is worth noting that some of

these factors are known in the future (e.g., holidays or our proposed promotions),

but some are impossible or difficult to predict (competitor’s offer or weather in the

distant horizon).

Incorrect and inaccurate forecasts can have significant consequences for a company.

First, the entire supply process can be negatively affected, resulting in shortages

or delivery delays. Overestimating demand can result in ordering or producing too

many products. Underestimating can be even more problematic because it will result

in supply shortages, which can result in dissatisfied customers, who will form a bad

opinion of our company. Understanding and accurately forecasting product demand

is crucial for businesses, as it impacts inventory management, supply chain efficiency,

and customer satisfaction.

As it can be seen, demand forecasting in many cases is a complicated issue. Methods

based on jugmental forecasting and expert decisions are still being used [104], but

more and more, especially in large-scale cases, artificial intelligence methods are

being used for the task. Machine learning, a subfield of artificial intelligence, offers

many methods that can be used for demand forecasting. Such methods are based on

data and can draw patterns from it. For this reason, they are useful in cases where

the forecasted value is affected by many factors and the patterns influencing demand

are very complex and difficult to discover manually.

When thinking about demand forecasting, the first thing that may come to mind

is the problem of forecasting sale a product that has already been on sale, that is, for

which we have historical data. This is probably the most typical, and thus repeatedly

described in the literature, demand forecasting issue. For example, if a grocery store

has apples on sale on a regular basis, it is obvious that the shop will generate on

an ongoing basis demand predictions for the apples. The issue of sales forecasting

for known products will be applicable to almost any company that offers something.

Sales of a given product can be presented in the form of a time series. This means

that for specific points in time we are able to assign corresponding sales. In this case,

we can use forecasting methods typical for time series but we are not limited only

to them. Machine learning offers method, each with its strengths and drawbacks.

For demand forecasting we can use simple method like forecasting based on last
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1 Introduction

known value, moving average or linear regression. Their advantage is certainly the

simplicity of implementation and understanding. We could also use more statistical

methods like Autoregressive Integrated Moving Average (ARIMA) [29], Seasonal

ARIMA (SARIMA) [29], hybrid versions of ARIMA [179, 79, 163] or exponential

smoothing [63]. Another group of machine learning methods are tree-based methods

like Decision Trees [32], Random Forest [31] or Gradient Boosted Trees (GBT) [37].

The advantage of Deep learning models [103, 133, 181] its their ability for capturing

long-term dependencies in time series data. Machine learning methods that can be

used for time series forecasting are certainly not limited to the methods mentioned

above.

However, it can be noted that in the context of demand forecasting one can come

across other issues that are not typically related to time series forecasting. For

example, one may wonder how to forecast demand for a new product that has no

historical sales data. On the other hand, we may have a lot of historical data that

comes from one or more locations, and we may want to use it to improve the accuracy

of forecasts. Often, product sales are affected by factors that can be deliberately

introduced and controlled by companies, such as price changes, promotions and

additional offers. Their impact is very important on the final sales of the product

under study and co-sold products. In addition to typical sales, we also have other

product-related events, such as complaints and returns, which can also be forecast.

Another aspect is also how to influence sales in such a way as to accelerate or delay

the sell-out of a given product.

As we can see, the demand forecasting issues are not limited only to forecasting

demand for products based on existing historical sales data for a specific product.

The topic of demand forecasting is much broader and a given dissertation will devote

attention to different aspects connected with this topic. Some of the aspects addressed

were identified as a research gap in context of machine learning methods usage.

The application of machine learning in demand forecasting goes far beyond just

choosing the right algorithm. The first important aspect is available data and its

quality. To do this, it is necessary to prepare the data properly. It is important to

create appropriate conditional attributes to describe relevant phenomena. Some of

this data can be added using external databases (e.g., information about the weather

or vacations and national holidays), but sometimes there is information that can

only come from a particular enterprise. In the case of such gaps, it is important to

artificially model such information. Another aspect that is important to consider is
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1 Introduction

domain knowledge. Certain behaviors and phenomena can only be explained on the

basis of specialized knowledge. It can also be important for the proper formulation of

the target variable and specifying the performance metric. Important is also to create

models that can be understood by the user, if required. More and more solutions

are being created for explainable artificial intelligence (XAI), which can be used to

interpret model decisions or describing in which situations predictive model makes

mistakes. There are many such aspects to take into account and they may vary from

issue to issue.

The dissertation presents the author’s breakdown of demand forecasting issues.

Subsequently, selected issues are discussed in more detail. The research used real

data from real companies belonging to different industries. Often these are collections

covering sales data from several years and for multiple products. Due to their sensitive

nature, they are proprietary.

The author of the dissertation is a holder of European Unionscholarship through

the European Social Fund, grant InterPOWER (POWR.03.05.00-00-Z305). The work

concerned falls under Artificial Intelligence and Data Processing Priority Research

Area of Silesian University of Technology.

1.1 Objectives of the work

The first aim of the thesis is to propose a breakdown of demand forecasting issues

that can be solved by machine learning methods. The next objective is to propose

the use of machine learning methods and domain knowledge for selected issues. The

selection of these issues was determined by carried out research projects.

1.2 Structure of the thesis

This thesis consists of 7 chapters. Chapters 1 and 7 are respectively the introduction

and summary of the thesis.

Chapter 2 is an introduction to the topic of demand forecasting using machine

learning and domain knowledge. Section 2.3 presents the author’s breakdown of

demand forecasting issues. The issues are subdivided according to the forecast

horizon and the time factor. Each issue is described in a separate section and possible

problems are identified for each. Section 2.2 presents the theoretical issues involved in

forecasting, i.e. historical data and time series. Section 2.3 provides a brief overview
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1 Introduction

of machine learning methods that can be used in the field. This subsection is certainly

not exhaustive, but neither is the purpose of this work.

Chapter 3 presents the first selected issue related to demand forecasting, namely

focusing on the topic of forecasting promotional effectiveness. A literature review

for the topic is presented. In Section 3.1, the problem statement is presented and

6 promotion effectiveness indicators are proposed, which were used to forecast

the effectiveness of promotion. Section 3.2 presents the data used for the problem

statement and Section 3.3 shows how promotion effectiveness is modelled. Section 3.4

presents practical applications of the forecasting models used and presents a price

sensitivity simulator and a system for recommending promotions. T he last section

of this chapter – 3.5 – presents an innovative method for the induction of Survival

Action Rules and shows how these rules can be used to find changes to improve the

effect of promotions.

Chapter 4 focuses on the issue of demand forecasting and, in particular, on the

problem of top-down forecasting, i.e. the breakdown of a higher-level forecast (e.g. for

a group of products) into a lower-level forecast (e.g. a forecast for a specific product).

The chapter outlines the statement problem, the datasets used, presents the methods

investigated and compares the approaches investigated for breaking down higher-lvel

forecasts into individual product forecasts.

Chapter 5 presents the next issue highlighted in the breakdown, namely the manner

and effectiveness of using additional time series to improve the forecasting of the

phenomenon under investigation. Subsection 5.1 focuses on the problem of adding

data from other locations describing a similar issue, and subsection 5.2 focuses on

adding data from the same location using data from the digital-twin model of a

building as an example.

Chapter 6 focuses on the issue of forecasting the probability of return of a specific

product. Section 6.1 presents the problem statement. Section 6.2 presents a proposed

way of combining a purchase transaction with a corresponding return transaction

when there is no such data in the database. The given approach allows the creation

of forecasting models that predict the return probability based on information about

the purchase and the circumstances of the purchase. This is outlined in subsection

6.3. Subsections 6.4 and 6.5 provide a discussion and a sub-structure of the chapter

in question.
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2 Demand forecasting – approaches

and challenges

Forecasting is a task of predicting unknown values based on available knowledge. In

many cases, predictions are made for values in the future. The knowledge used in

forecasting could be historical values of predicted phenomena gathered in spreadsheets

or databases, but it could also be the experts’ knowledge that had never been written

down in any way. It is their experience that can give them the ability to make good

predictions.

Demand forecasting is no exception in this case: to make good forecasts, the

prediction system or expert (retailer) needs to base on knowledge gathered from the

past. In the simplest case, they would make predictions of, e.g. demand for a product

in a store based on historical sale of this specific product in the store. This would be

the task of time series forecasting. However, demand forecasting in many cases is a

more complex task than this.

In this work, by demand forecasting we mean forecasting the future values based

on past sale data but also predicting consumer demand for products in the future.

In the literature we can find two terms for these forecasting: the first is called sales

forecasting and the latter – demand forecasting. In this work, sale and demand terms

will be used interchangeably and demand forecasting and sale forecasting will be

mean the same concept.

In the first part of this chapter, some challenges that can occur when working on

demand forecasting will be addressed.

2.1 Problems observed in demand forecasting

Sale forecasting, based on historical data, is only one of the issues related to demand

forecasting. I would hazard a statement that this is the task that is the best known

and developed from all the tasks encountered in demand forecasting. However, there
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2 Demand forecasting – approaches and challenges

are more challenges that are equally important and there is a need to address them.

They depend on the level of company development, sale strategy, types, and diversity

of sold products. In this chapter, I want to outline the range of topics related to

demand forecasting.

The figure 2.1 presents a proposed in this work novel breakdown of challenges and

tasks connected with demand forecasting. They will be addressed in details in the

followed subsections.

I proposed to divide the cases in demand forecasting into three categories: cases

connected with short-term forecasting, medium-term forecasting and long-term

forecasting. This breakdown is dictated by various business cases that allow to

introduce such a division. The time ranges of the horizons in question can vary from

one company to another. For the purpose of this paper, I have marked a short-term

as forecasting for one week ahead, medium-term as 2 weeks to 3 months ahead and

long-term as forecasting for more than 3 months ahead.

2.1.1 Tasks connected with short-, medium-, long-term demand

forecasting

Some tasks are the same for short-, medium- and long-term forecasting. Also, no

significantly different problems are encountered for the task. Due to this fact, the

followed tasks will be presented jointly for all forecasting horizons.

Forecasting demand when starting new business

Forecasting the sale for all products when launching new business is a very specific

problem of forecasting. In this situation, probably only market surveys can help

to forecast the probable sale of products. The retailer can also base on data from

different, similar brands, however the access to this data in most cases would not be

possible. In this case, judgmental forecasting can be used. Problems connected with

this case:

� Lack of any historical data.

� Lack of access to data from similar industry/business.
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2 Demand forecasting – approaches and challenges

Cases in demand forecasting

Medium-term forecasting

(e.g. 2 weeks - 3 months)

Short-term forecasting

(e.g. 1-7 days)

Forecasting demand for
product with history

Forecasting demand for new
products (without history) for

next season

Forecasting effect of
promotions/ price reduction

(e.g. because of approaching
expiry date)

Cycles of sale

Forecasting demand when
starting new business

Long-term forecasting

 (e.g. more than 3 months)

Forecasting demand for
product with history

Forecasting demand for new
product

Forecasting demand for known
product but in new location
(e.g. when introducing new

shop in chainstore)

Forecasting demand for
product with history

Returns (14 - 30 days)

Forecasting effect of planned
promotions

Forecasting demand when
starting new business

Forecasting demand for new
product

Forecasting demand for known
product but in new location
(e.g. when introducing new

shop in chainstore)

Forecasting demand when
starting new business

Forecasting demand for new
product

Forecasting demand for known
product but in new location
(e.g. when introducing new

shop in chainstore)

Top-down forecasting (e.g on a
group of products rather than

on a specific product)

Top-down forecasting (e.g on a
group of products rather than

on a specific product)

Top-down forecasting (e.g on a
group of products rather than

on a specific product)

Error context

Error context

Error context

Very short-term forecasting

Determination of reference
products/locations

Determination of reference
products/locations

Determination of reference
products/locations

Figure 2.1: Breakdown of demand forecasting issues.
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2 Demand forecasting – approaches and challenges

Forecasting demand for new product

One of the biggest challenges is the issue of forecasting the demand for new product.

It can be a completely new product or product similar to other so far sold in the shop.

Having no data (no historical time series), we need to find a way how to forecast the

demand, because it is a crucial factor when ordering products from suppliers.

When a completely new product is launched, we need to rely on experts assumptions

for the future. However, in most cases, the retailer already has more or less similar

products in the product range.

The first challenge is how to determine similar products. In some cases it is simple

– e.g. we already sale different brands of butters, so sale of a new butter will probably

behave similar as the others. More challenging may be finding similar products, e.g.

in fashion business. When a new model of trousers is introduced, it can be difficult

to decide if the sale will behave similar to all trousers, or maybe only these that are

similar in shape or colour. The problem of grouping products is introduced.

Another difficulty when introducing new product is the aspect of sale cannibalism.

Continuing example of selling butter – the demand for butter among clients is rather

fixed. Introducing a new butter brand will affect the decline in sale of other brands.

Problems connected with this case of demand forecasting:

� No demand history of the product.

� Lack of similar products or inability to identify a similar product.

� Sale cannibalism of products sold so far by a new product.

Forecasting demand for known product but in new location

When we forecast the demand for chain stores, it can happen that a new shop is

launched. The shop may sell the same products as in other shops, but the sale won’t

be the same as in all shops. Because of the localization, the sale of different products

can be similar among one shops and very different from others. The differences may

come e.g. from different climate, wealth of people that live in a surrounding, the

approximation of shops from other brands or the fact whether the shop is located in a

tourist destination. The knowledge about a sale from different stores is crucial when

launching a new store, but it is important to understand which shops are similar

and which products will sell specifically only in some groups of stores. The example

can be a sale of bread and a sale of caviar – sale of bread will probably be similar in
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2 Demand forecasting – approaches and challenges

all locations in one country, when caviar, as a luxury good, may be sale better in

more prosperous regions.

Similar problem is observed not only for new shops in a chain store. It always

occurs when new localization is introduced. For example, when forecasting energy

demand in many households and new building has been connected to the network.

In this situation, we already have historical data from different locations, and we

want to use it in order to predict energy demand for a new household.

Problems connected with forecasting for new location are as follows:

� Inability to identify a similar location.

� Need to identify the seasonality of the location (e.g. stores at the seaside or in

the mountains may require unique treatment due to their seasonality).

Top-down forecasting

Top-down forecasting can occur in any industry in which products can be grouped

at different levels of granularity. This kind of forecasting may be used when demand

for a product is very low and rare. In this case it is difficult to properly, on an

acceptable level, forecast the demand for this product. Because of this, it can be

helpful to forecast the demand for a group of products and then the grouped forecast

split into forecasts for specific products. The problem of such forecasting is losing

information about unique characteristic of products and their prices because they

are not included in forecasting model. However, the advantage is a possibility to

improve model quality as a result of a higher level of aggregation.

Problems observed in top-down forecasting:

� Development of a way to break down the forecast of a higher level to a lower

level.

� Finding impact of products different characteristic interactions on the proba-

bility of demand. For example, how the combination of features of a product

in a given colour, size, and price will affect the percentage of total sales that

the product accounts for.

Determination of reference products and locations

When forecasting demand for a new location, a new product or a product that is

rarely in sale, it can be desired to determine the reference product/location for this
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2 Demand forecasting – approaches and challenges

one. In this case, the demand predicted for a referenced product/location can be

used as a prediction for the concerned one.

The biggest problem in this case is lack of data with very specific characteristics.

Because of insufficient amount of data describing products, some of them may wrongly

seem alike. For example, when forecasting the fuel sales at gas stations, we may

indicate that two gas stations in the same area should have similar sale. However,

lacking the information that next to one of them there is highway, can give wrong

conclusion about reference location. Another example, this time for fashion sector:

two blouses in this same colour, size, and model should have similar characteristic

of demand. However, without information about overprinted graphic or quality of

workmanship, the referenced products may be incorrectly indicated.

Error context

Specific business conditions, and thus the importance of errors, can be difficult to

capture by standard error measures used in forecasting models. This same value of a

forecasting error may have a different meaning in different situations. For example, for

a specific combination of characteristics of sale period and for a specific combination

of characteristic of a product, even a small error may have big meaning when in

different situation it would be negligible and absolutely acceptable. The case is how

to include this knowledge in the process of forecasting model preparing. Problems

connected with this case of demand forecasting:

� The domain expert is unable to indicate logical conditions when error changes

its default meaning.

� Time-consuming process of reviewing and labelling each observation in historical

data.

2.1.2 Short-term forecasting

Demand forecasting for a product with a history

Forecasting demand for products with history is the most common cases in demand

forecasting, and the one that probably first comes to mind when thinking about this

domain. It means that the product or medium was already in sale in the specific

location, and we have the history of the demand. This forecasting task has several

problems that can be encountered:
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2 Demand forecasting – approaches and challenges

� Short history of demand. It means that for the product we do not have complete

information about how the product behave, e.g. throughout the whole year or

during special holiday periods.

� Predicting demand for numerous products at a same time.

� Forecasting demand for the same product but in many locations.

� Time series classification of the response variable (smooth, erratic, etc.) – this

may lead to a custom-made model deployment per recognized class, such as:

– High-volume with rare sales

– Low-volume with rare sales

– High-volume with frequent sales

– Low-volume with frequent sales

� Trend recognition on the response variable.

� Forecast extrapolation outside the range of historical sales recorded on the

training data.

� Forecast and model assessment — the properly selected metrics following the

customer’s needs. For some, product sales distribution is a priority, not the

forecast quality.

� Price sensitivity -– when experiencing high inflation levels, the selling prices

should be adjusted to the CPI (Consumer Price Index); in other words, the

model needs to follow the real, not the nominal prices.

� Seasonal character of the sales points (stores at the seaside or in the mountains

may require unique treatment, it is due to their seasonality).

� Product cannibalization (an increase in demand for one product reduces demand

for another).

Forecasting effect of promotions and price reduction

This task may be connected with forecasting the demand when the price will be

reduced due to the fact that the product has approaching expiry date. Issues connected

with this task are as follows:
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� Product was never in promotion or with price reduction.

� Low price variation within one product in historical data.

� Proper recognition of the promotional sales.

� Length of the marketing actions – overextended promotions are ineffective and

should not be treated as promotions in modelling.

� Multipacks – for example: buy three, one is free.

� Forecast and model assessment – the properly selected metrics following the

customer’s needs. For some, product sales distribution is a priority, not the

forecast quality.

� Price sensitivity – when experiencing high inflation levels, the selling prices

should be adjusted to the CPI (Consumer Price Index); in other words, the

model needs to follow the real, not the nominal prices.

� Product cannibalization (an increase in demand for one product caused by

promotion reduces demand for another product).

Very short-term forecasting

It is a special kind of short-term forecasting. In this case we want to make predictions

“for the next moment”, e.g. for the next 5 minutes, next hour or next 24 hours. The

challenges of this case of short-term forecasting are:

� Forecast calculations must happen relatively quickly.

� When making a forecast for the next “moment”, we may not have information

about the actual consumption from the moment before the given forecast

period. For example, if we are doing a forecast for the next day and for business

reasons we need to have a given forecast at 15:00, we only have information

from today’s actual demand up to 15:00 and not the actual demand from the

whole day. For this reason, our forecast is burdened by the lack of information

on the actual total consumption from the previous period.
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2.1.3 Medium-term forecasting

Demand forecasting for a product with a history

This task of demand medium-term forecasting is analogous to the same case described

in short-term forecasting subsection. The only difference is the time in the future for

which we want to predict demand. The problems connected with this task are:

� Short history of demand. It means that for the product we do not have complete

information about how the product behave, e.g. throughout the whole year or

during special holiday periods.

� Predicting demand for numerous products at a same time.

� Forecasting demand for the same product but in many locations.

� Time series classification of the response variable (smooth, erratic, etc.) – this

may lead to a custom-made model deployment per recognized class, such as:

– High-volume with rare sales

– Low-volume with rare sales

– High-volume with frequent sales

– Low-volume with frequent sales

� Trend recognition on the response variable.

� Forecast extrapolation outside the range of historical sales recorded on the

training data.

� Forecast and model assessment – the properly selected metrics following the

customer’s needs. For some, product sales distribution is a priority, not the

forecast quality.

� Price sensitivity – when experiencing high inflation levels, the selling prices

should be adjusted to the CPI (Consumer Price Index); in other words, the

model needs to follow the real, not the nominal prices.

� Seasonal character of the sales points (stores at the seaside or in the mountains

may require unique treatment, it is due to their seasonality).

� For medium-term forecasting, a long to a very long forecast horizon may occur.
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� Product cannibalization (an increase in demand for one product reduces demand

for another product).

Returns

Returns of products is a phenomenon that occurs simultaneously with the sale of

products. Their effect is especially important in e-commerce sector. Returns have

an impact on a demand, and they reduce the effect of sale. On the other hand,

companies, due to competition, are increasingly extending the return period, which

makes it even more difficult to predict the final demand for products. Because of

this, the forecasting not only sale, but also the returns of products, is important to

properly stock up products. It is critical to predict, which products or orders are

more likely returned. This is a relatively new challenge, as the growth of e-commerce

sales was especially noticeable during the pandemic period in 2020. The standard

period allowing for the return of products is 14 to 30 days, which is why the problem

has been classified as a medium-term forecasting task.

Problems observed when dealing with task of forecasting returns:

� Inability to unambiguously link a return transaction with a purchase transac-

tion.

� Probability calculation based on the reference product may be misleading.

Forecasting effect of planned promotions

Task of forecasting effect of planned promotions is similar to task of forecasting effect

of price reduction in case of e.g. approaching expiry date. However, few differences

can be pointed out. In case of price reduction in short-term horizon, the aim is to

sale all products because otherwise it will go to waste. In case of planned promotions,

the price reduction may have multiple reasons: good promotion can increase sales of

promoted product, but it can be also introduced because it can attract more clients

to the shop or the promotion can encourage to sale multiple items together with the

promoted product. Planning and forecasting effect of promotions are more business

cases. Problems of forecasting the effect of planned promotions are as follows:

� Product was never in promotion or with price reduction.

� Low price variation within one product in historical data.
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� Proper recognition of the promotional sales.

� Length of the marketing actions – overextended promotions are ineffective and

should not be treated as promotions in modelling.

� Multipacks – for example: buy three, one is free.

� Forecast and model – the properly selected metric following the customer’s

needs. For some, product sales distribution is a priority, not the forecast quality.

� Price sensitivity – when experiencing high inflation levels, the selling prices

should be adjusted to the CPI (Consumer Price Index); in other words, the

model needs to follow the real, not the nominal prices.

� Product cannibalization (an increase in demand for one product caused by

promotion reduces demand for another product).

Product life cycle

For many products we can distinguish 4 stages of demand: introducing to the market,

sales growth, saturation (maturity) and decline. These four stages create a cycle

of sale. When sealing product, we want to recognize each stage well in order to

properly manage and maximize profit with desired sales. After recognition, we also

want to manipulate the change of a cycle when some undesirable deviation from the

assumed cycle is happening. The action may be crucial to carry out when the cycle

is predicted to happen too fast (the product will be sold out before the end of a

season so it won’t be available to the clients) or the sale cycle is changing too slow

(at the end of a season not all units of product will be sold). We want to be able to

manipulate the cycle in order to go out at the zero level in the warehouse.

Problems that may be encountered when working on this task:

� The occurrence of different product life cycle patterns for various products or

product categories.

� Inability to determine the ideal pattern of life cycle for specific category of

products to which all product from the category will be compared to.

� The problem of how to manipulate product sale in order to match the ideal

life cycle pattern.
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2.1.4 Long-term forecasting

Demand forecasting for a product with a history

This task is analogous to the same case described in short-term forecasting and

medium-term forecasting subsection. Some differences can be observed when describ-

ing problems connected with this task:

� No sales history for the whole year.

� Predicting demand for numerous products at a same time.

� Forecasting demand for the same product but in many locations.

� Time series classification of the response variable (smooth, erratic, etc.) – this

may lead to a custom-made model deployment per recognized class, such as:

– High-volume with rare sales

– Low-volume with rare sales

– High-volume with frequent sales

– Low-volume with frequent sales

� Trend recognition on the response variable.

� Forecast extrapolation outside the range of historical sales recorded on the

training data.

� Forecast and model assessment – the properly selected metrics following the

customer’s needs. For some, product sales distribution is a priority, not the

forecast quality.

� A limited number of features based on which the model deploys.

� A high level of data aggregation automatically smooths time series.

� A very long forecast horizon (up to one year).

� The unpredictable external environment being an outsider to the modelling.

� Increased risk of forecast failure (the further it goes into the future, the fewer

chances of success).

� Product cannibalization (an increase in demand for one product reduces demand

for another product).
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Demand forecasting for a new product with a seasonal sale

A given problem is observed if a group of products is not sold continuously, but only

within a strict time frame. The products are in sale only in some specific period of

time and they are never coming back. In their place, new products are introduced.

They may be similar to the just removed ones or completely different in style or

features. As a result, we operate using many short time-series. This problem is most

common in fashion industry where products are sold only in one fashion season.

Additionally, in this sector another challenge is that products are sold in fashion

collections. It means that many new products are introduced at the same time, and

they replace most of existing products. Very often new products’ collection is based

on the long-term vision of the creator and this is very difficult to capture in the data.

� Almost all products are new (e.g. in fashion industry).

� Changing customer preferences, changing trends.

� Products described by a few features – difficulty to find a similar product in

history.

� Demand forecasting for this task is primarily concerned with forecasting pro-

duction, not with stocking shops with products already produced (e.g. most

production in the fashion industry is done in China a year in advance, and it

is difficult to “predict” what the fashion trends will be in a year’s time).

� A limited number of features the model deploys.

� Subjective or an expert-based similar product selection as a base for further

research in modelling.

� A high level of data aggregation automatically smooths time series and shortens

the scalar of data.

� A very long forecast horizon (up to one year).

� Increased risk of forecast failure (the further it goes into the future, the fewer

chances of success).

� A hard-to-capture vision for the entire clothing/product collection, which may

be completely different from the previous ones.
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Several of the issues highlighted were selected for further research. The following

chapters of the work focus on the topics of:

� forecasting effect of planned promotions,

� top-down forecasting,

� incorporating additional time series related to demand forecasting (sub-topic

of demand forecasting for a product with history),

� returns.

The topics were selected because of the R&D projects underway.

2.2 Historical data and time series – definitions

So far, the term of historical data was used. It means that we have data describing

the past demand and it can be stored in different forms – in a structured manner (e.g.

historical values of sales stored in spreadsheets), in many documents and systems or

it can be a knowledge of an expert gained from past experience.

When thinking about historical sales data, a natural form of presentation for such

data is a time series. In most cases, if a company records its sales data or consumption

over time, this is the form of data we will get.

A time series is a sequence of data points (observations) taken sequentially in time

[28]. Each instance of a data set represents a different time step, and each attribute

contains a value connected with that time. Depending on the dataset, observations

can represent regular samples. However, if it is not the case, the attribute timestamp

must be included in the data[168]. In most cases it will indicate the time when

the observation was obtained, but it can also describe the time span when some

phenomenon occurred (e.g. observation marked with date ‘1995-09-30‘ can describe

the total sale that was obtained during whole September 1995).

In the work, I will represent each observation of time series as

tXt, t P T u (2.1)

where t is a timestamp of the observation that belongs to the set of times T .

The simplest graphical representation of a time series is a plot, where on axis X is

time and axis Y presents the values of our interest corresponding to the timestamps
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Figure 2.2: Exemplary plot for time series representing monthly airline passenger

numbers, 1949 to 1960.

[81]. The example of this plot is visible on Figure 2.2, which represents the time

series dataset describing monthly totals of international airline passengers, 1949 to

1960. The dataset is publicly available in R datasets package and was described in

[29].

Time series can be of different types, what can have an impact on further analysis

and forecasting model used for predicting future values of time series. I will mention

some of possible time series classifications proposed in [33]:

� We can classify time series by the time between observations. If the observations

are made in equal intervals of time, than this time series is contiguous. If the

observations are not uniform over time than it is a discontiguous time series.

It can happened due to corrupted data (lack of data) or by a specific domain

of the time series (e.g. observations are measured by human in some specific

situations).
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� Second classifications is based on number of measured variables that are the

part of time series. If only one variable is measured over time (e.g. temperature

in the room), then it is an univariate time series. Many variables measured

over time create multivariate time series.

� We can also divide time series to unstructured and structured ones. Structured

time series would be a time series where trend and seasonal cycles are visible.

Unstructured time series would be the one where there is no obvious patterns

in the data.

When describing classification of time series, I mentioned the patterns that can be

visible in time series. Based on [81] we can distinguish:

� Trend – it is a tendency of increase or decrease in the data. It can change over

time, e.g. the sale of the product can be increasing over time and after some

time the sale can start to decline. The timestamp where the trend changed can

be also named as changepoint. The changepoint detection is another problem

in data science.

� Seasonal pattern - is a pattern connected to time with a fixed and known

period, e.g. data can be affected by the month or weekday of the observation.

For example we could observe seasonal pattern in the sale of ice-cream because

sale will be higher than the average sales always during the summer months.

� Cycle - these are the fluctuations visible in the data that are not of fixed

frequency (unlike seasonal patterns). Cycles are mostly connected to some

business or economic conditions.

In the time series we can also observe a random fluctuations, that can be also

named as reminder of the time series. It can happened that time series has no trend,

cycle or seasonal pattern but only this random fluctuations.

It is common to decompose time series into several components described above. It

can help to understand the patterns in time series. In the decomposition process, it is

common to split time series to three components: trend-cycle component (often called

trend component), seasonal component and a reminder component [81]. Depending

on the period of observations, several seasonal components can be distinguished,

corresponding to different seasonal periods. For example, sale of ice creams can be
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Figure 2.3: Decomposition of time series representing monthly airline passenger

numbers, 1949 to 1960.

changing based on weekday but also during whole year the sale is different in different

months and this pattern is repeating each year.

The decomposition of time series describing monthly airline passenger numbers

is presented in Figure 2.3. The decomposition was perfomed using STL method

(“Seasonal and Trend decomposition using Loess”) described in [42].

However, as I mentioned before, demand forecasting is not only forecasting based

on historical sale data an its trends. It means that demand forecasting problems

can not be all solved using only methods typical for time series forecasting. In the

next section I will describe some groups of methods that can be used in demand

forecasting tasks.
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2.3 Analytical methods used in demand forecasting

When describing types of forecasting methods, we can classify them based on different

factors. In [93] authors have proposed the division for weather forecasting systems

but I think proposed classification to a large extent is also appropriate to demand

forecasting. Division of forecasting methods can be made based on number of analysed

variables and in this case we can distinguish univariate and multivariate forecasting

methods [53, 138]. Next, we can classify forecasting methods based on duration of

the forecasting. In section I have presented different cases of demand forecasting

with this division – for short-term, medium-term and long-term forecasting. Another

division can be made based on number of time steps that need to be predicted. We

can also distinguish different methodologies that can be used in order to perform

demand forecasting.

The first approach is judgmental forecasting [66, 104]. It can be performed by

experts with no additional help of decision support system or prediction model.

Sometimes simple baseline statistical forecast with a judgmental adjustment [56, 135]

is used. It means that the planning process is often done manually. However, studies

have shown that using only these kinds of forecasting methods may bring bias

[112, 15]. A better idea may be to use more advanced methods that rely mostly on

knowledge that comes from historic data stored in more structured way. For this,

statistical and artificial intelligence methods can be used. It is not possible to present

all available methods that could be used for demand forecasting task. There are

several review works that focus on this topic [83, 20, 137, 156, 5]. However, I will

focus on the most important ones or the methods mentioned in further parts of this

doctoral dissertation.

When talking about time series forecasting, there is two methods that are probably

the most known and are the most established ones – it is Autoregressive Integrated

Moving Average (ARIMA) [29] and exponential smoothing [63]. Both of them, we

would classify as a statistical approaches for the task of time series analysis. ARIMA

model focus more on describing the autocorrelations in the data, while exponential

smoothing aim to describe trend and seasonality in the data [81]. ARIMA is a

combination of differencing with autoregression and moving average model. The

variation of this model is SARIMA - seasonal ARIMA model [29].

Another method that we would classify as statistical method is Prophet [2]. It can

be treated as an extension of ARIMA approach. Prophet is an open-sourced library
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created by Facebook in 2017. Its goal is to analyse time series data and forecast its

future values. The Prophet models take into account trends, seasonality and holidays.

Multiple seasonality can be included. The Prophet model can be represented as

decomposed time series, and they can be described with the following equation

yptq “ gptq ` sptq ` hptq ` εt (2.2)

where gptq represents trend function, sptq represents seasonality (daily, weekly, yearly),

hptq represents the holiday effect and εt is the error.

The important feature is that the library is possible to use without expert knowledge

about time series forecasting. The first results can be obtained without setting any

parameters. The user can provide only historical data of a time series in an adequate

data format, and they will obtain the forecast of future values. Thanks to this

feature, it can be very useful for users without data science background. On the other

hand, the Prophet library is highly customizable, so the more experienced user can

add much additional information, that can be useful for the model e.g. information

about special events that can have impact on demand. An in-depth description of

the Prophet algorithm can be found in the paper [149]. The authors of the initial

Prophet paper have shown that Prophet models can outperform popular automated

forecasting techniques like Auto-ARIMA and TBATS.

Another approach to demand forecasting is using methods connected with tabular

data. One method that is worth mentioning in this place is the gradient boosting

algorithm [58] and one of its implementation – the extreme gradient boosting

(XGBoost) algorithm introduced in [37]. Gradient boosting is an ensemble algorithm

which create a prediction model in the form of a team of multiple weak learners

(mostly decision trees) which when combine produce a strong model. When weak

learners are decision trees than the algorithm may be called Gradient Boosting

Decision Trees. It is a well known fact that XGBoost, implementation of gradient

boosting algorithm, is highly effective for a vast range of classification and regression

problems – in medicine [125, 35, 152], in fault detection [154, 177], fraud detection

[180, 67], accident detection [127], and many others. The main idea that goes under

the XGBoost is to use many weak learners into a single strong learner. In an iterative

way, each predictor tries to correct the residual errors of a preceding predictor.

In the default form of the implementation, in the first step of the algorithm all

observations are given the same prediction, e.g. a mean value of a decision attribute

in train dataset or other constant value. It is shown in Figure 2.4 – for an example
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a1 a2 a3 decision

8 45 56 480

14 34 78 520

12 27 77 300

14 11 98 500

Prediction: mean
value of decision
column (or other
constant value)

Prediction = 450

Figure 2.4: Creating first prediction for the dataset in the Gradient Boosting

Decision Trees algorithm.

dataset whose conditional attributes are a1, a2 and a3 and having a decision column

with a numerical value, the first prediction is the average of the values in the

decision column. The given predictions generate errors (residuals). In the next step, a

regression tree is fitted to the data and the learned labels are the errors generated in

previous step what is shown in Figure 2.5. Created decision tree is used to obtain new

predictions, which mostly are calculated as F1 “ F0 ` α ˚ FT1, where F1 is a forecast

for second step of algorithm (after first weak learner), F0 is an initial forecast (e.g.

mean value of a decision column), α is a hyperparameter describing learning rate

and FT1 is a prediction obtained from the first decision tree. Assuming that learning

rate is equal 0.1 and the prediction for the first decision tree for observation number

1 is 223 than the F1 prediction for observation number one would be calculated as

450` 0.1 ˚ 223 “ 472.3. The residual for this example would be 480´ 472.3 “ 7.7

and it would be used as a decision value for the second weak learner. Errors obtained

from this step are the new fitted labels in the next regression tree. It is presented in

Figure 2.6. The process is repeated M times (value M is defined by user) and in the

result M weak learners are created. Their combination creates single strong learner –

Gradient Boosting Decision Tree model. In the Figure 2.7 is presented the process

of obtaining prediction for the new example. The forecast from Gradient Boosting

Decision Tree model would be calculated as F0 ` α ˚ FT1 ` α ˚ FT2 ` ...` α ˚ FTM .

Thanks to procedure of creating multiple weak learners, the model can correct each

own mistakes.

The problem that can be encountered is the fact that XGBoost is not a typical

method used for time series task. In demand forecasting and historical sale data,
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a1 a2 a3 decision Error
number 1

8 45 56 480 30

14 34 78 520 70

12 27 77 300 -150

14 11 98 500 50

Decision tree number 1

(decision value is "Error number 1")

Figure 2.5: First decision tree (weak learner) in the Gradient Boosting Decision

Trees algorithm created based on residuals.

a1 a2 a3 decision Error
number 1

Error
number 2

8 45 56 480 30 7.7

14 34 78 520 70 56.7

12 27 77 300 -150 -123.5

14 11 98 500 50 23

Decision tree number 2

(decision value is "Error number 2")

Figure 2.6: Second decision tree (weak learner) in the Gradient Boosting Decision

Trees algorithm.

the time factor is very crucial because the sale happens in some moment in time.

We also want to forecast for the specific time in future. XGBoost do not support

this in the objectives of this method. In order to use the XGBoost algorithm, or any

other algorithm designed for tabular data, for demand forecasting feature extraction

and data preparation is a crucial step. There are special methods that automatically

generates features describing time of observation as a set of additional attributes but

it can produce many unneeded features that also can be highly non-intrepretable.

The better idea may be to create new attributes describing time and relationship

between observations close to each other by hand and in thoughtful way.

The last group of algorithms that are highly used in demand forecasting are

Artificial Neural Networks algorithms. Deep learning is widely used in time series

forecasting problems [21] and there are many architectures that can be used for

the task. Probably the simpler neural network used for time series problem can

be Multilayer Perceptrons (MLP) [117]. Another architecture worth mentioning is

Convolutional Neural Networks (CNN) [107]. This neural network is mostly known
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Decision tree number 1
 Decision tree number 2 Decision tree number M

...

FT1

FT2

FTM

Prediction = F0 + 0.1 * FT1 + 0.1 * FT2 + ... + 0.1 * FTM

Figure 2.7: Calculating prediction for new example using in the Gradient Boosting

Decision Trees model.

for handling image data but it can be also used in time series problem because

CNNs has an ability to learn and extract new features from raw input data. A

sequence of data (time series) can be treated as one-dimensional image and it can be

processed by CNN as it would be with traditional image data. Probably the neural

network most associated with time series prediction is the Long Short-Term Memory

network (LSTM) [76], which is an example of Recurrent Neural Network. LSTM

schema is presented in figure ??. Long Short-Term Memory network adds native

support for input data which are sequence of observations. It also understand that the

data may become obsolete over time and that the newest information may be more

relevant than the information learned some time ago. The presented architectures

are examples of best known and established artificial neural networks, but the list do

not end here. There are many more complex architectures but this is not the topic

of this doctoral thesis.
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Forecasting the impact of promotions is a critical aspect of demand forecasting, as it

helps companies to better understand the expected changes in customer behavior

and demand patterns during promotional events. Accurate promotion forecasting

enables companies to make informed decisions regarding product pricing, inventory

management, and supply chain optimization. It also helps to avoid overstocking or

stock shortages, which can negatively impact customer satisfaction and, ultimately,

the bottom line. As a result, effective promotion forecasting is essential for maximizing

the benefits of promotions while minimizing the associated risks and costs.

When discussing forecasting price reduction, we can distinguish two cases. First

is connected mostly with eatable products or products that have an expiry date.

In case of these products, when an expiry date is approaching, the price reduction

is a necessity to encourage customers to buy the product and to minimize losses.

Similar situation can be observed also in other industries, e.g. when sales of existing

products are to be discontinued and units already produced need to be sold off.

Another case is planned promotions, which do not aim to sell out all units of a

product in order to minimize losses. In these cases, price reduction has multiple

business goals. This is strongly visible in case of fast-moving consumer goods (FMCG),

e.g. food retailing. In large shop chains which sells everyday products, we can observe

multiple promotions at the same time, which changes quickly, and they are replaced

by other promotions. In most cases, always some kind of promotions is happening and

on many products. Since there are numerous FMCG merchants on the market, it’s

important to maintain competitive. Offering products in promotion is one approach

to achieve this. The amount of money spent on promotions in the FMCG sector each

year — e.g. $1 trillion in 2014, according to [43] — can demonstrate the significance

of this practise. As a result, it’s critical to predict how promotions may affect sales

and plan accordingly.

In this chapter, I will focus on predicting the efficiency of planned promotions. I

will base my research on real data from FMCG retail company.
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Promotions are sometimes planned using judgmental forecasting or a simple

baseline statistical forecast with a judgmental adjustment, as in [56]. This means that

promotion planning is frequently done manually. However, as it was shown in chapter

1, studies have shown that relying solely on these types of forecasting methods can

lead to bias. It might be a better idea to use more advanced methods that rely

heavily on knowledge derived from historical data. Because of this, statistical and

artificial intelligence methods can be used. Forecasting was traditionally done using

statistical methods such as exponential smoothing [64], moving average, the Auto-

regressive Integrated Moving Average (ARIMA) model and Seasonal Auto-Regressive

Integrated Moving Average (SARIMA). In the field of sales forecasting, more complex

methods were used and evaluated over time. A comparison of various linear and

non-linear models for this task was performed in [40]. The neural network built on

deseasonalised time series data produced the best results. The findings suggested

that non-linear models should be heavily considered when modelling retail sales.

Back-propagation neural network (BPNN) was another neural network algorithm

used for forecasting retail sales for this task, according to [36]. In [16], evolutionary

neural networks (ENN) were also considered. In this area, the use of the extreme

learning machine (ELM) algorithm was also investigated, for example, in the papers

[145], [175], and [172]. In addition, authors of [94] propose incorporating linguistic

knowledge into the forecasting process using linear regression. An intriguing forecast

technique was presented in the paper [161]. To forecast monthly car sales, the authors

combined pre-purchase online search data with economic variables. Making sales

projections for short shelf-life food products, often known as Fast-Moving Consumer

Goods, is an important element of retail forecasting (FMCG). It is a much more

difficult duty because the additional products, whose sales may be exaggerated,

cannot be stored in the shop for an extended period of time. In the study [52], a

radial basis function (RBF) neural network and a customized genetic algorithm were

successfully employed to estimate fresh milk sales. The authors of [148] shown the

benefits of using Machine Learning approaches in constructing demand forecasting

models in the context of FMCG. The Autoregressive Distributed Lag model was

used in the paper [78]. The authors of [6] proposed using a Dynamic Artificial Neural

Network to forecast food sales for one of India’s multiplexes. Different classifiers

were examined in the paper [84], and a proposal for combining various forecasting

models using neural networks was presented in order to improve results for forecasting

warehouse demand. Regarding sales forecasting, decision and regression tree-based
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methods were also considered. In [150], a hybrid method of the k-means algorithm

and the C4.5 algorithm (decision tree classifier) was demonstrated. A comparison

of different Machine Learning Techniques to retail sales forecasting was conducted

in the paper [101]. The authors concluded that boosting algorithms outperformed

traditional regression algorithms. The GradientBoost algorithm produced the best

results for them, and the XGBoost implementation was used to improve accuracy.

Forecasting sales during promotions is a difficult task, as stated in [56]. The authors

of this paper pointed out that the promotional effect was typically estimated by

combining simple statistical forecasting methods and adding judgmental adjustment,

which could lead to errors. Sales promotion effectiveness research has been conducted,

primarily in the marketing research area, and is described in practitioner literature.

This issue was discussed in [25] and [176]. Authors of [43] proposed a new formula

for the promotion optimization problem in the FMCG industry. Despite the fact that

these works are about estimating the effectiveness of promotions, they all focus on

domain knowledge and do not use machine learning techniques to do so. In the paper

[158], multiple models for forecasting demand during promotional periods were tested.

In order to predict sales in the presence of promotions, the paper [153] presented the

use of PCA and pooled regression. Machine learning methods for direct marketing

were compared and tested in the paper [44]. In paper [9] the authors demonstrated

that simple statistical methods performed admirably on data with no promotions.

However, more advanced methods had to be used during promotional periods. In

this paper, regression trees were used to forecast grocery sales.

XGBoost [37] method was used in case of sales forecasting. In [157] authors studied

and evaluated classical statistical approaches and machine learning methods. As a

traditional method, they predicted daily sales of fruits and vegetables using seasonal

ARIMA. LSTM and XGBoost were used as machine learning techniques. The results

shown that the XGBoost algorithm produces more accurate results than the other

two approaches. Another examples of successful use of XGBoost in case of sales

forecasting can be found in [122], [47], and [69]. Variation on XGBoost method is

also proposed in [90] and [167]. These are the examples of using XGBoost in case of

sales forecasting. To the best of my knowledge, before my work on this topic, the tree

boosting algorithm, especially the extreme gradient boosting (XGBoost) algorithm,

has not been used to forecast the effect of promotions and to optimize the promotion

itself.
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3.1 Problem statement

The purpose of promotions is not only selling as much product as it is possible.

Promotions should give the company bigger profit, and the aspect of increasing sales

is important, but it is not the only one.

In article [73], for which I received the Professor Zdzislaw Pawlak Best Student

Paper Award at the FedCSIS 2020 conference, we proposed six indicators in order to

capture the effectiveness of promotion. These were the following indicators:

� Average number of sold units or kilograms each day (shortcut:

Avg. Amount) – This indicator shows how many units or kilograms of the

promoted product, on average, were sold during the promotion each day.

� Average number of receipts with the promoted product (shortcut:

Avg. Nb. Receipts) – The indicator explains in how many baskets the

promoted product appeared, on average, each day during the promotion. It can

be treated as an indicator of how many customers bought the product each

day.

� Average value of a basket containing the promoted product

(shortcut: Avg. Basket) – This indicator says what an average value of a

basket was where the promoted product appeared. Assuming that customers

went for shopping with the will to buy the specific product in promotion, the

indicator says how much money they spent in total. The higher the indicator,

the more products were bought or the more expensive products were chosen.

� Average value of a basket containing the promoted product but

disregarding the value of the promoted product (shortcut: Avg.

Basket Without Item) – This indicator is very similar to the previous one.

It shows what an average value of a basket was where the promoted product

appeared, but the value of the promoted product was not taken into account. It

means that this indicator is equal to 0 if the customer buys only the promoted

product.

� Average number of unique products in the basket (shortcut: Avg.

Nb. Unique Items) – It says how varied the basket is. The higher the value

of the indicator, the better – it means that the customer not only bought a

specific product, but also many others.
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� Average number of the baskets (shortcut: Avg. Nb. Clients) – The

indicator shows how many, on average, transactions were performed each day

during the promotion. It does not matter if the customer bought a promoted

product or not.

These indicators are gain-type measures, so it means that the higher the value the

better. They may also be inversely correlated. One promotion can be described by all

of these indicators. Using these indicators we can assess if promotion was satisfactory

in all aspects or maybe only in case of one indicator. The retailers want to propose

promotions that will increase sale of a product, but also will increase sale of other

products that will be bought with the promoted product. Good promotions should

also encourage new customers to visit a store.

Suggested indicators may be used to precisely describe the effect of historical

promotions, but they can also be used to evaluate future promotions. It would be

beneficial in case of promotions planning, because modelling the effect of combination

of features on the result of future promotion, it is possible to find out if the promotion

will have satisfactory effect.

Forecasting the promotion effect can be done separately for each product. With

the history of promotions and their impacts, we can model the characteristics of

the promotion for the specific product and anticipate what the effect will be in the

future. However, because the number of previous promotions for many products

is small, there are few examples for training a model. Another problem is how to

predict the effect of promotion for a product that has never been in promotion or

a product which was recently introduced. In order to cope with these issues, we

proposed to group products and create forecasting models for each group of products.

One approach could be based on domain knowledge. In this case, the expert could

point out which products act similarly during promotions and products with similar

promotion effect would be grouped. However, we did not have such knowledge and

because of this we decided to create forecasting models for predefined groups of

products.

To summarize: in [73] we proposed a new approach to forecast the effectiveness of

promotions. For each of the 6 indicators and each group of products, a forecasting

model was trained.

The research was carried out as part of the project co-financed by European

Funds entitled ’Decision Support and Knowledge Management System for the Retail

Trade Industry (SensAI)’ (POIR.01.01.01-00-0871/17-00). The work was done in

36



3 Promotions

store product start date end date conditional attributes indicator

10 pears 2018-01-22 2018-01-25 ... 123.56

Table 3.1: Example of record describing promotion.

cooperation with the company 3Soft S.A. that provides support to, among others,

one of the largest discount store chains in Poland and Europe.

3.2 Datasets

In research on predicting the efficiency of promotion, we used datasets from a large

grocery retail company with more than 500 stores. Because the data is sensitive to the

client, it could not be shared. The data from three groups were investigated: fruits,

vegetables and dairy products. In our studies, only regular promotions were taken into

account. These were the promotions that did not happen before or during holidays

and no additional condition had to be met for the discount to apply (e.g. no special

combination of products had to be purchased together, and the discount did not

apply only if multiple items were purchased). Also, promotions due to approaching

expiry date were not included in research. Only regular promotions were used because

they were a majority of all promotions.

We were working on data from 2015 to 2018. Data from 2015 and part of 2016 was

not complete, and there was visible smaller number of promotions from this period.

We prepared data in this way that one record described one promotion in one store.

Therefore, for example, if there would be a promotion on pears in the store with ID

10 from 2018-01-22 to 2018-01-25, the record would look like in table 3.1.

In our paper, we proposed conditional attributes that describe promotion in a

store. We created features:

� connected with price

– price of a product,

– change of a price;

� connected with the time and duration of the promotion

– number of days of the promotion,

– weekday of the first day of the promotion,

37



3 Promotions

– other attributes created based on a date of the first day of promotion:

year number, month number, day number, week number, number of a day

in the year, and the season;

� describing the advertisement media (promotion channels)

– logical value describing if promotion was advertised in TV,

– logical value describing if promotion was advertised in radio,

– logical value describing if promotion was advertised in Internet,

– logical value describing if promotion was advertised in a different way,

– new variables describing combinations of the promotion channels – for

each combination of basic attributes describing promotions, new attributes

were created as a result of binary operations AND, OR and XOR (only

when the combination consisted of 2 elements);

� describing the store and its surroundings

– number of inhabitants within 1 km,

– number of inhabitants per 1 square km,

– number of inhabitants within a 5-minute driving range,

– unemployment rate,

– number of cars per 1,000 inhabitants,

– average monthly salary,

– tourism ratio, etc.

� describing the impact of other promotions

– number of all promotions in a store,

– number of all promotions that were advertised on TV, radio or internet,

– number of all promotions that were advertised on TV, radio, internet or

in a different way;

Attributes describing price are self-explanatory. Attributes describing time of

promotion, so duration of promotion and date of first day of promotion, were added

in order to catch the impact of time of promotion on its effectiveness. We also assumed

that promotions in similar stores (for example in small villages or in big cities) can

38



3 Promotions

have similar characteristics. Because of this, extended features describing the shop

and its surroundings were added to datasets. Another set of attributes were added in

order to find the relationship between advertisement channels and the effectiveness

of promotion. Unfortunately, we were only provided with binary information if the

advertisement has taken place. We did not have information on the timing of the

advertising and its frequency, and the costs incurred to pay for the transmission of

the advertising. For this reason, these features may not provide complete information.

We also proposed to add features describing combination of promotion channels

in order to somehow capture the scale of advertisement. Exemplary new features:

promotion was on TV or on the radio. (OR operation), promotion was on TV or on

the radio or on the Internet (OR operation), promotion was on the TV and on the

radio (AND operation), promotion was either on the Internet or on the radio (XOR

operation). Because multiple promotions in grocery stores take place at the same

time, we also introduced attributes describing the number of other promotions. We

assumed that the more promotions in the shop, the more customer interest.

Another step in preparing datasets was finding matching periods without promo-

tions in order to capture the characteristics of a product. The matching period had

to meet the following conditions:

� It considered the same product as the promotion.

� It considered the same store.

� It had to last as many days as the considered promotion.

� It had to start on the same weekday as the promotion.

� The considered product was not in promotion on any given day.

� The period without promotion could occur maximum 4 weeks and minimum 1

week before the promotion.

The schema of finding matching periods without promotions is shown in figure 3.1.

Next, we decided to perform standardization of two indicators:

� Average number of sold units or kilograms each day and

� Average number of receipts with the promoted product.
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Figure 3.1: Finding matching record without promotion

Standardization was performed for each store and each product separately. Z-score

standardization method was used. Such data modification was performed because

these two indicators are correlated with sale characteristic of the product. This means

that two products that naturally differ in sales volume, e.g. due to a large price

difference, will have different sales characteristics, but this does not mean that the

same promotion, will not affect them equally. With standardization, we can remove

the effect of natural sales volume on the concerned indicators values concerned.

3.3 Modelling effectiveness of promotions

In order to model effectiveness of promotions, we created a predictive model for each

group of products and each indicator. Thanks to this, for each planned promotion,

we can evaluate the predicted effect of promotion.

We used XGBoost (eXtreme Gradient Boosting) [37] algorithm and its implementa-

tion from the R package xgboost [38] for training forecasting models. The algorithm

was chosen because of its proven effectiveness on tabular sets [37]. Additionally, the

paper [101] showed that this algorithm has given the best results for forecasting the

sale in retail stores, so we assumed that it will give good results also for the problem

of forecasting the promotion effect in retail sector.

In the experiments, data from 2015 to 2017 was used as training dataset. We

included records describing promotions and matching periods without promotions.

Data from 2018 was used as test dataset and in this set only promotions were included.
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Cross-validation was not performed because, even though the dataset was not typical

time series, the data were still linked to the chronology of occurrence. The same

conditional attributes were used for each indicator and the value of the indicator was a

decision attribute (for indicators Average number of sold units or kilograms

each day and Average number of receipts with the promoted product

values after standardization were used as decision attribute).

In the process of evaluating the results, we used the following error metrics:

� Mean Absolute Error (MAE):

MAE “

řn
i“1 |Fi ´ Ai|

n

� Root Mean Square Error (RMSE):

RMSE “

c

řn
i“1pFi ´ Aiq

2

n

� Mean Absolute Percentage Error (MAPE):

MAPE “
1
n

n
ÿ

i“1

ˇ

ˇ

ˇ

ˇ

Ai ´ Fi
Ai

ˇ

ˇ

ˇ

ˇ

� Weighted Mean Absolute Percentage Error (WMAPE):

WMAPE “

řn
i“1 | Ai ´ Fi |
řn
i“1Ai

where Ai is the actual value and Fi is the forecast value.

The mean absolute percentage error (MAPE) is a very straightforward and simple

to understand error metric, but it is only meaningful when the values are large. If

the actual value is near to zero, the MAPE value approaches infinity and produces

uninterpreted results. To get around these drawbacks, a similar metric called WMAPE

was adopted that works better with smaller values. It is commonly used in the

retail industry. MAPE and WMAPE measures are mainly used because of their

interpretability and understandability for non-data analysts. However, further studies

connected with data analysis can still use measures such as RMSE or MAE.

We also included a process of XGBoost hyperparameters optimization using grid

search method. The optimization was performed using the validation set that was

extracted from the training data set. Six hyperparameters were optimized:
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� nrounds – maximum number of boosting iterations; range: r1,8q. We tested

values: 1, 21, 41 ..., 181, 201.

� base score – the initial prediction score of all instances; range: p´8,8q. Tested

values depended on indicator values and were calculated as 11 quantiles from

indicator values with the following probabilities: 0.0, 0.1, 0.2, ..., 0.9, 1.0.

� eta – boosting learning rate; range: r0, 1s. We tested values 0.0, 0.1, 0.2, ..., 0.9,

1.0.

� gamma – minimum loss reduction required to make a further partition on a

leaf node of the tree; range: r0,8q. We tested values 0, 1, 2, ..., 9, 10.

� max depth – maximum depth of a tree; range: r1,8q. We tested following

values: 1, 4, 7, 10, 13.

� subsample – subsample ratio of the training instance; range: p0, 1s. Our tested

values were: 0.0001, 0.1001, 0.2001, ..., 0.9001.

The flowchart of the optimization process is shown in figure 3.2.

The results of models efficiency, calculated for the test data sets after hyperparam-

eters optimization, is shown in table 3.2.

The optimization was carried out based on the RMSE measure. The improvement

of this metric was observed for every examined case. The table 3.3 shows the exact

results.

In the article [72], for which I am a first co-author, we investigated 4 from 6

proposed indicators in order to present and compare the abilities of forecasting

promotion effect using the gradient boosting method with Deep Learning approach.

Chosen indicators are:

� Average value of a basket containing the promoted product

� Average value of a basket containing the promoted product but

disregarding the value of the promoted product

� Average number of unique products in the basket

� Average number of the baskets
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For permutation (eta, base_score, gamma, max_depth, nrounds, subsample) this loop will
iterate through eta, then base_score, than gamma etc.

For example, for eta
hyperparameter values 

0, 0.1, 0.2, ... ,1 will be
evaluated in this loop.

Let us say that the best permutation was

(eta, gamma, subsamle, base_score, nrounds, max_depth) with the best values

0.2, 1, 0.2001, 234.54, 41, 5 respectively. Now, in the specified order, we will
check if changing the best value of hyperparameter does not give better rusults. 


For example, for eta values 0.15, 0.175, 0.225, 0.25 will be checked. If some
value gives better results for the model, then it will be saved as the best one.

for each model

create all permutations of optimised hyperparameters (all possible
sequences in which the hyperparameters could be optimised)

for every permutation

set default values of hyperparameters as the best ones

save best values of every hyperparameter
that were obtained for this permutation

end loop for each permutation

train and save model with the best values of
hyperparameter obtained for this permutation 

based on results for all models, get best order of
optimisation and best values of  hyperparameters

Save the best values of
hyperparameters for the model

end loop for each model

Here we have iterated through all permutations.
We can choose from them the one, which had the

best results. 

 for each hyperparameter (in the order
indicated by the best permutation)

end loop for each
hyperparameter

check the neighborhood of the
value in order to find better value
for this parameter. If a better one

is found - save it.

for each hyperparameter

 (in the order indicated by this

permutation)

get best model from saved ones

save value used in the best model as the best
value of the examined hyperparameter

end loop for each hyperparameter

for each value of the examined
hyperparameter

train model with best values and
new parameter value

save model RMSE value

end loop for each value of the
examined hyperparameter

Figure 3.2: Flowchart of the XGBoost hyperparameter optimization process.
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Table 3.2: Results of models effectiveness after hyperparameters optimization
category indicator MAE RMSE MAPE WMAPE

dairy products AVG. AMOUNT 12.31 18.71 0.53 0.38

dairy products AVG. NB. RECEIPTS 5.75 8.08 0.45 0.33

dairy products AVG. BASKET 13.93 20.14 0.17 0.17

dairy products AVG. BASKET WITHOUT ITEM 14.26 20.32 0.19 0.18

dairy products AVG. NB. UNIQUE ITEMS 2.04 2.72 0.14 0.13

dairy products AVG. NB. CLIENTS 129.75 177.15 0.08 0.08

fruits AVG. AMOUNT 39.72 74.62 1.11 0.45

fruits AVG. NB. RECEIPTS 24.87 39.39 0.85 0.35

fruits AVG. BASKET 15.29 22.44 0.16 0.16

fruits AVG. BASKET WITHOUT ITEM 14.73 21.78 0.17 0.17

fruits AVG. NB. UNIQUE ITEMS 1.84 2.60 0.12 0.11

fruits AVG. NB. CLIENTS 125.15 164.49 0.07 0.07

vegetables AVG. AMOUNT 22.97 42.42 0.47 0.33

vegetables AVG. NB. RECEIPTS 19.52 34.78 0.41 0.31

vegetables AVG. BASKET 14.39 21.56 0.15 0.15

vegetables AVG. BASKET WITHOUT ITEM 14.63 21.65 0.16 0.16

vegetables AVG. NB. UNIQUE ITEMS 1.89 2.71 0.11 0.11

vegetables AVG. NB. CLIENTS 135.57 178.51 0.08 0.08

Table 3.3: RMSE improvement after hyperparameter optimization. RMSEdiff is a

difference of RMSE before optimization and RMSE after optimization.
RMSEdiff

indicator dairy products fruits vegetables

AVG. AMOUNT 0.78 9.72 2.47

AVG. NB. RECEIPTS 0.07 5.83 2.71

AVG. BASKET 1.38 4.19 4.74

AVG. BASKET WITHOUT ITEM 0.65 3.31 3.88

AVG. NB. UNIQUE ITEMS 0.13 0.56 0.53

AVG. NB. CLIENTS 70.39 14.13 50.49
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Table 3.4: Values of hyperparameters used in optimization process of Deep Learning

models.
layers and hyperparameter tested values

First Dense layer – sizes of the output space 64, 256, 512, 1024

First Dropout layer – fractions of the input units to drop from 0 to 1

Second Dense layer – sizes of the output space 64, 256, 512, 1024

Second Activation layer – activation function relu, sigmoid

Second Dropout layer – fractions of the input units to drop from 0 to 1

conditional additional layers – Dense layer – sizes of the output space 10, 50, 100

Conditional additional layers – Dropout layer – sizes of the output space from 0 to 1

Optimizer rmsprop, adam

The indicators were investigated because for them Z-score standardization didn’t

have to be performed, making the comparison of the selected methods more explicit.

In these experiments also three groups of products were investigated, and for each

indicator and each category of product we created separate forecasting models. The

experiments were conducted with train and test data sets. The train data sets had

records with promotions and matching records without promotions from 2015 to

2017. The test data sets consisted only of promotions from 2018. We investigated

XGBoost, Sequential Deep Learning Models and Deep Learning Models from H2O.

The first one was already described. In the experiments with XGBoost also grid

search method was used for hyperparameters optimization.

Sequential Deep Learning models were created using Python language with the

usage of the Keras library [39]. Hyperas library [129] was used for hyperparameters

optimization. This library aids in the creation of templates for Keras hyperparameter

search spaces in order to identify the best combination of their values. The table

3.4 shows values that were tested by Hyperas library. In this process, the validation

data sets, extracted from the training data sets, were also used.

Next, we tested Deep Learning models from H2O automodel module (AutoML).

We used for this R Interface for H2O – h2o [4]. AutoML in H2O can be used to

discover the best model with the best combination of hyperparameters for a given

task.

The results of these comparisions are presented in Figure 3.3 and in Figure 3.4.

The Figure 3.3 shows the values of RMSE and the Figure 3.4 shows the values of

MAE.
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Figure 3.3: RMSE of results obtained in the experiments for the XGBoost models

(xgboost), for Deep Learning models made with Keras library (DL) and H2O Deep

Learning models obtained from AutoML (h2o).
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Figure 3.4: MAE of results obtained in the experiments for the XGBoost models

(xgboost), for Deep Learning models made with Keras library (DL) and H2O Deep

Learning models obtained from AutoML (h2o).
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From the results presented in Figures 3.3 and 3.4 we can see that in most cases

the approach using XGBoost was the best. Taking into account the measure that

was optimized – RMSE – we obtained the best results for XGBoost in 10 out of 12

cases. In the other cases, Deep Learning models from a H2O automodel were the

best. Deep Learning models made in Keras and optimized by hyperpot library had

visible lower results.

From these results, we can conclude that the initially chosen algorithm for the

task of predicting values of promotion effectiveness indicators – XGBoost algorithm

– gave generally better results than Deep Learning approaches. It was even better

from H2O automodel, despite using custom grid search procedure.

Another research connected with forecasting promotion effectiveness were present

ed in article [24] in which I am a co-author. In this research, we focused on Avg.

Amount and Avg. Basket indicators and we considered products separately (not

as a part of group of products). It means that the forecasting models were created

separately for each product and each indicator. We compared algorithms from 4

well-known families: tree-based (Random Forest), distance-based (kNN ), neural

networks and linear model. Then, the most promising family (with the best results)

was further evaluated. Thanks to this approach, we didn’t have to conduct tests for

a wide range of methodologies, but we only focused on the most promising ones.

Because of this, we extended the tree-based family approach by Gradient Boosted

Trees algorithm, because the Random Forest method gave the best results from

initially 4 tested algorithms. Finally, we considered the following algorithms:

� Random Forest (RF) [31] – decision tree based ensemble, where the ensemble

members collectively vote for the final prediction

� Gradient Boosted Trees (GBT) [37] – boosting based approach, where the

decision trees are constructed one by one in order to minimize some cost

function. The implementation of this algorithm is e.g. XGBoost.

� kNN [99] – k-nearest neighbours

� Generalized Linear Models (GLM) [115] – linear model with automatic param-

eters running model

� Neural networks (MLP) [98] - an MLP neural network
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In this process also optimization of hyperparameters was performed with grid

search approach. The performance of models was measured using two different

metrics:

� Root Mean Square Error (RMSE)

� Correlation

R “

n
ř

i“1
pAi ´meanpAqq pFi ´meanpF qq

stdpAq stdpF q

where n is the number of samples in the data, A is the actual value and F is the

forecast value.

Correlation (R) is a statistical measure that describes the relationship between

two variables. It has a value between -1 and 1, where a perfect negative correlation

is represented by a value of -1, a perfect positive correlation by a value of 1, and no

correlation by a value of 0. A positive correlation indicates that the two variables

tend to rise together as one rises. When two variables are negatively correlated, one

variable tends to decrease as the other increases.

Together, these two measurements help us grasp the importance of error. In these

tests, various products have various characteristics – some products are measured

in kilograms and some are sold by the piece, so for example the same value of

RMSE for different products can have completely different meaning. On the other

hand, correlation measure has fixed range which made it easy to interpret results for

different products, but it ignores the bias.

Results of RMSE for each product and each algorithm are presented in Figure 3.5

and 3.6. The obtained results indicate that out of the evaluated models, Random

Forest and Neural networks usually are the best. We used the Wilcoxon signed-rank

test to compare results of these two algorithms. The Wilcoxon signed-rank test is

a non-parametric test used to compare two related groups when the data are not

normally distributed. The null hypothesis for the Wilcoxon signed-rank test is that

there is no difference between the medians of the two related groups. If the p-value

of the test is less than the significance level (usually 0.05), then we can reject the

null hypothesis and conclude that there is a significant difference between the two

algorithms. For Avg. Amount indicator the p-value is 0.109 so it means that there

aren’t significant difference for these two algorithms. However, p-value of Wilcoxon

test for RF and kNN, RF and GLM, RF and GBT are smaller than 0.05 so we can

reject null hypotesis of the test. On the plot 3.6 differences are less visible, however
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here also Wilcoxon test was calculated and for RF paired with each other algorithm

always p-value was less than 0.05. We can also observe that the performance of

Generalized Linear Models in comparison to the best models is lower. It indicates

that the relation between the input variables and the outputs is nonlinear.

We also analysed the values of the correlation coefficient. It is relatively high –

for Avg. Amount on average it is R » 0.93, and for Avg. Basket it is R̄ » 0.8.

However, for some products this metrics drops even to 0.64. We have investigated the

concerning large variance of results, and it turns out that one of the factors which

influence forecasting accuracy is the size of the dataset. As shown in Figure 3.7 the

correlation R correlates with the size of the data, and the correlation coefficient is

corrpdatasetSize, Rq “ 0.62. This confirms our original assumption that for selected

products, for which we have a lot of data on historical promotions, predicting the

effect of a promotion based only on the data of the product in question may be

possible. However, for many products there may be too little of this data, in which

case it may be useful to forecast the effect of the promotion by taking into account

historical data on multiple products.

3.4 Practical applications of predictive models

In articles [73] and [72] we discussed a practical site of presented research. We high-

lighted that models, which predict the promotion indicator values and were trained

for a group of products, can help in the process of planning future promotions. Using

them, the person in charge of planning promotions can check if a proposed combina-

tion of characteristics would give satisfactory results of the evaluated indicators. In

the articles, we discussed also the utility of analysing the feature importance and

break-down plots for created models.

In subsequent research, I have further explored the usefulness of the models created.

3.4.1 Price sensitivity simulator

In the first iteration of the study, the aim was to use previously prepared data

and a predictive model to create a prototype solution for modelling the impact of

promotions on sales and profit. The prototype was prepared to simulate the value for

Avg. Amount indicator, but in the same way other indicators could be simulated.

The value of the indicator was scaled within a given product and a given shop, and
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Figure 3.5: Prediction results for Avg. Amount for 17 products and 5 prediction

models.
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Figure 3.6: Prediction results for Avg. Basket for 17 products and 5 prediction

models.
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Figure 3.7: Relation between dataset size and R performance measure.

it was a predicted value. Then, it was inverted to the actual value before returning it

to the user.

At the input, the user was to indicate for which product they wanted to create

promotion. They would then decide in which shop the simulated promotion would

be introduced and on which day it would start. Next, the user was to set other

parameters that are configurable when planning the promotion, namely the number

of other promotions taking place in the shop at the same time, the duration of the

promotion, in which media the promotion would be advertised and whether the

product would be specially arranged in the shop. The user using the simulator was

to be able to change the promotion settings in real time and check the effect of the

given changes.

At the output, the user was to receive information on how the sales of the product

change for different price changes and how the profit changes (where profit is

calculated as the product price multiplied by the sales forecast).

Interface

The work resulted in the development of a prototype application that is a price

sensitivity simulator. The interface of a prototype is visible in Figure 3.8.

On the left-hand side of the app is the user configuration panel. In this section,

the user selects which product and which shop the promotion applies to. They also
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Figure 3.8: Interface of price sensitivity simulator.

set the start date of the promotion and other parameters describing the promotion.

Under the product name, the regular price of the product is displayed. This price

is taken from historical data. The configuration panel looks as in Figure 3.9. The

values of the numerical variables are selected using a slider. The range of values

is determined by historical data. Values for binary variables are selected using a

checkbox. Default values for numeric and binary variables are also set based on

historical data – these are rounded average values from the training set for the

variable. The variables (sliders and checkboxes) are set in order from most significant

to least significant in the predictive model.

There are two tabs on the right-hand side of the application. The first tab shows

graphs which present sales and profit per product for different price changes. The

price change was set between 0 and -0.5 with a step of 0.05. The price change is

calculated as promotional price
regular price

´ 1. The graphs are visible in Figure 3.10.

The graph on the right (blue curve) shows how, for a given promotion setting, the

model forecasts average daily sales over the duration of the promotion. The X-axis

indicates the change in price (from -0.5 to 0) and the Y-axis is the projected average

daily number of units sold. It can be seen that the graph with a larger reduction
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Figure 3.9: Configuration panel of an interface of price sensitivity simulator.
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Figure 3.10: Plots for revenue and volume predictions.

(smaller value on the X-axis) indicates more sales. The dashed purple line indicates

the 99th percentile of the average sales of a given product in a given shop. This gives

us an indication of the observed maximum average sales of the product in the shop.

The graph on the left shows the average daily profit on sales of the product

after taking into account the price change. The new price is calculated as (regular

price)*(price change + 1). The profit is calculated as (new price)*(projected average

daily sales of the product). On the X-axis is marked the price change (from -0.5 to

0) and on the Y-axis is the projected daily average profit on product sales. It can be

seen that although the value of sales increases with a larger reduction (blue graph),

in terms of profit, the largest reduction is not necessarily the most beneficial. From

the graph above, it can be seen that, according to the forecasting model, the highest

profit will be obtained for a reduction of 30% (value -0.3 on the X axis). The given

graphs change as the given promotion parameters change what is presented in Figure

3.11.

The second tab of the module displays the description of the promotion that is

used by the predictive model. It is visible in Figure 3.12. All attributes, whose values

are created based on values from the configurator, are already displayed as input

to the model. This tab describes the base example, which will be described in more

detail in the subsection describing the application logic.
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Figure 3.11: Change of plots for revenue and volume predictions after changing

values in a configuration panel.

Figure 3.12: The description of a promotion used by forecasting model.

57



3 Promotions

Logic

At the start of the application (with default values) and after each change in the

configurator by the user, the simulation process is started.

In the first simulation step, a base example is created. The base example is the

example on the basis of which the records entering the input of the predictive model

will be simulated. The base example is randomly selected from the historical data

of a given product from a given shop. It is a record that describes the sales of the

product during a period when there was no promotion, i.e., for example, it is a

record describing the sales of product 1234 in shop XYZ during the period from

2017-01-14 to 2017-01-17 in which pricechange = 0. It has the same characteristics

as the promotional periods included in the training set.

Then the values of all attributes are adjusted to what is indicated in the configu-

rator. The attributes describing the start date of the promotion are modified based

on the date selected in the configurator. The attributes relating to the shop and

its environment are adapted to the shop selected by the user. Features relating to

promotion channels and other promotions are also determined based on the config-

urator. It should be noted that e.g. the value of the “tv” feature is taken directly

from the configurator, while other features, e.g. “or tv pd”, have to be transformed

and determined from several features.

To summarize this step: a base example is created with the feature values indicated

by the user.

Based on the base example, 11 examples (data records) are created. Each of these

examples corresponds to one price change value (these are values from -0.5 to 0

with a step of 0.05). The examples differ from each other only in the values of the

variables ’pricechange’ and ’price’. These records are the inputs of the forecasting

model. This provides forecasts of the average daily sales of a product for a given

promotion configuration and for different price change values. The average daily

profit for different values of price change is also calculated on this basis.

The resulting forecasts are used to determine price sensitivity graphs, which are

presented to the user in the simulator.

The simulator fulfils its purpose and could be used to study price sensitivity. It

allows studying the impact of price changes and different promotion settings on

forecast sales.
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Figure 3.13: Configuration panel of promotion recommendation system.

3.4.2 Promotion recommendation system

The aim of the second iteration was to propose a solution for recommending a

promotion. The solution created was to suggest to the user which promotion would

be most beneficial to plan.

It was intended that the recommendations would relate to nationwide promotions,

i.e. promotions for a specific shop were not to be suggested. On entry, the user was to

indicate which product the promotion would be for, the regular price of the product

and over what period the promotion would run. It was assumed that promotions

were planned in the near horizon, so the regular price would be known.

Interface

A prototype application has been proposed that gives the user the possibility to

generate promotion recommendations.

The left-hand side of the interface contains configuration fields for the user. The

user indicates the product for which they want to create promotions, indicates the

regular price of the product, and specifies the period in which the promotion would

start. The default period is the next 14 days. The configuration panel is presented in

Figure 3.13.

Below the configuration fields, there is a button which, when clicked, the system

starts the process of finding the best promotion recommendation for the set parame-

ters. For the default settings, this process takes about 1 minute. While waiting for
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Figure 3.14: Result of promotion recommendation.

the generated recommendation, a loading icon is displayed. Once a recommendation

is found, the app displays a recommendation of a promotional offer. The results can

be seen in Figure 3.14.

In the example above, it can be seen that the recommendation system indicates

that for a given product with a given regular price, a promotion should start on

2022-11-28 (Monday), where the promotional price would be 1.59. The promotion

would last 3 days. Other parameters for the promotion are then given, which by the

preset predictive model are necessary to set. The recommendation indicates that the

promotion would not be advertised by additional media, and the product should

have a special setting in shops.

Logic

The recommendation system works with the same data and model as described

in previous chapter. The model used to predict average product sales worked for

promotions in a specific shop. The premise of this recommendation system is to

suggest general promotions and not for a specific shop. In the proposed solution,

a given action was taken into account. The evaluation of the promotion is based

on the profit per promotion summed across all shops. The profit is calculated as

(promotional price)*(average daily sales forecast).

Recommendation search steps:

1. The system takes configuration data from the user, i.e. product, regular price

and promotion search period.
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Attributes
describing price

Attributes describing date
of start of promotion

Attributes describing the
shop and its surrounding

area

Attributes describing other
promotions

Attributes describing
promotion channels
and combinations of
promotion channels

Price Price
change

Day of
the year ... Weekday Purchasing

power ... Average
salary

Number of
promotions ...

Number of
promotions

with ads
TV ... TV or

radio

1.99 -0.2 56 ... 3 99.84 ... 4123 120 ... 24 0 ... 1

Figure 3.15: Recommendation algorithm – example of a base example used in

step 2 of algorithm.

2. A base example is searched. It will be the starting point from which the various

promotion configurations will be searched. The base example is selected as

follows:

a) The historical data (training set) is narrowed down to the data describing

the selected product, to the records describing promotions (pricechange ¡

0) and to the characteristics used by the forecasting model.

b) The centroid of this set is counted – an average value is calculated for all

variables.

c) Using the R function ‘FNN::get.knnx‘, one example is found from the set

described in subsection “a)” that is closest to the centroid. The given

example becomes our base example.

An illustrative example of the base example is presented in Figure 3.15.

3. The given base example is then copied as many times as we have shops

in the base (suppose we have N shops). We get a new dataset. Each ex-

ample corresponds to a different shop. The attributes describing the shop

and its environment have been changed to describe the specific shop cor-

rectly. The attributes describing other promotions that took place during

the promotion period (attributes nb all promotions, nb all promotions pd,

nb all promotions tv radio or internet, nb all promotions tv radio internet or pd)

have been replaced by the average values determined for the shop. The result

of this step is a data set in which each example describes promotions with the

same parameters but for different shops. This dataset can be seen in Figure

3.16. Features describing other promotions that took place at the time of the

promotion have been replaced by average values, as these are store-specific
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Attributes
describing price

Attributes describing date
of start of promotion

Attributes describing the
shop and its surrounding

area

Attributes describing other
promotions

Attributes describing
promotion channels
and combinations of
promotion channels

ID Price Price
change

Day of
the year ... Weekday Purchasing

power ... Average
salary

Number of
promotions ...

Number of
promotions

with ads
TV ... TV or

radio

1 1.99 -0.2 56 ... 3 99.84 ... 4123 120 ... 24 0 ... 1

2 1,99 -0,2 56 ... 3 113.67 ... 4212 113 ... 20 0 ... 1

... ... ... ... ... ... ... ... ... ... ... ... ... ... ...

N 1.99 -0.2 56 ... 3 123.67 ... 3900 111 ... 15 0 ... 1

Figure 3.16: Recommendation algorithm – example of data set describing promotion

in each of N shops in step 3 of the algorithm.

features and their values should not be recommended to the user if we are to

give recommendations for general promotions.

4. Based on the table created, we calculate the first evaluation value. The projected

profit that would be obtained by creating the promotion included in this table

is calculated. Each row of the table was run through a predictive model - for

each row we obtained some projected average sales value of the product in the

shop. The given values were then multiplied by the price of the product and

the resulting values were summed. This is the summed projected profit. This

resulted in an assessment value, which we will refer to. This step is illustrated

by Figure 3.17.

5. A given set was then copied as many times as the number of promotion start

dates to be searched (the promotion search period is set by the user). In each

set, the features describing the attributes of the promotion start date were

modified to match the given date. The result is a list of X datasets and each

dataset has N rows - X being the number of days to be searched, N being the

number of shops. Suppose we are looking for a promotion to start between

2022-11-17 and 2022-11-19, so we search X = 3 dates. This step is illustrated

by Figure 3.18.

6. At this point, we proceed to search through the various promotion settings.

The search is performed using climbing. The selected attributes are searched:
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ID Describing
price

Describing
date of start
of promotion

Describing
the shop
and its

surrounding
area

Describing
other

promotions

Promotion
channels and

combinations of
promotion
channels

1 ... ... ... ... ...

2 ... ... ... ... ...

... ... ... ... ... ...

N ... ... ... ... ...

Forecasting model

Forecasted
average daily

sales

11.50

14.37

...

5.75

Assessment = price * (forecast 1 + forecast 2 + ... + forecast N)

Figure 3.17: Step 4 of recommendation algorithm – calculating assessment value

for promotion.

a) “pricechange” – search between -0.5 and 0 with step 0.05

b) “days count” – search from 1 to 8 with step 1

c) “tv” – searched values are 0 and 1

d) “radio” – searched values are 0 and 1

e) “internet” – searched values are 0 and 1

f) “spec placement” – searched values are 0 and 1

g) “promo designer” – searched values are 0 and 1

For each date, further datasets are created in which all attributes retain their

existing values and only the value of one of the above attributes is changed.

This is presented in Figure 3.19.

Having the modified data sets for each of them, we calculate the assessment

value, i.e. the total profit value of the promotion in question. The calculation

of the rating is done in the same way as was presented in step 4.

7. After calculating the rating, we select the set for which the highest rating was

obtained (Figure 3.20). The given set defines the promotions in each shop, on

the specific promotion start date studied and with the one attribute that was

searched changed, where the attribute gets a specific value. After this step,

we assume that the selected date will be the recommended promotion start
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ID Describing
price

Describing date of start
of promotion

Describing
the shop
and its

surrounding
area

Describing
other

promotions

Promotion
channels and

combinations of
promotion
channels

... Day of
the year ... Weekday ... ... ...

1 ... 321 ... 4 ... ... ...

... ... 321 ... 4 ... ... ...

N ... 321 ... 4 ... ... ...

Data set for the date 2022-11-17 describing the promotion at each of the N shops

Data set for the date 2022-11-19 describing the promotion at each of the N shops

Data set for the date 2022-11-18 describing the promotion at each of the N shops

ID Describing
price

Describing date of start
of promotion

Describing
the shop
and its

surrounding
area

Describing
other

promotions

Promotion
channels and

combinations of
promotion
channels

... Day of
the year ... Weekday ... ... ...

1 ... 322 ... 5 ... ... ...

... ... 322 ... 5 ... ... ...

N ... 322 ... 5 ... ... ...

ID Describing
price

Describing date of start
of promotion

Describing
the shop
and its

surrounding
area

Describing
other

promotions

Promotion
channels and

combinations of
promotion
channels

... Day of
the year ... Weekday ... ... ...

1 ... 323 ... 6 ... ... ...

... ... 323 ... 6 ... ... ...

N ... 323 ... 6 ... ... ...

Figure 3.18: Step 5 of recommendation algorithm – duplicating data set for each

possible date of start of promotion.
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-0.45

1

...
1
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-0.5

...
-0.5

-0.45

...
-0.45

1
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1

...

ID Describing
price

Describing date of start
of promotion

Describing
the shop
and its

surrounding
area

Describing
other

promotions

Promotion
channels and

combinations of
promotion
channels

... Day of
the year ... Weekday ... ... ...

1 ... 321 ... 4 ... ... ...

... ... 321 ... 4 ... ... ...

N ... 321 ... 4 ... ... ...

Data set for the date 2022-11-17 describing the promotion at each of the N shops

Data set for the date 2022-11-18 describing the promotion at each of the N shops

ID Describing
price

Describing date of start
of promotion

Describing
the shop
and its

surrounding
area

Describing
other

promotions

Promotion
channels and

combinations of
promotion
channels

... Day of
the year ... Weekday ... ... ...

1 ... 322 ... 5 ... ... ...

... ... 322 ... 5 ... ... ...

N ... 322 ... 5 ... ... ...

Data set for the date 2022-11-19 describing the promotion at each of the N shops

ID Describing
price

Describing date of start
of promotion

Describing
the shop
and its

surrounding
area

Describing
other

promotions

Promotion
channels and

combinations of
promotion
channels

... Day of
the year ... Weekday ... ... ...

1 ... 323 ... 6 ... ... ...

... ... 323 ... 6 ... ... ...

N ... 323 ... 6 ... ... ...

Figure 3.19: Step 6 of recommendation algorithm – creating datasets for climbing

process of searching the best configuration of promotion.
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date and the other dates will no longer be searched. We also recognize that an

attribute that has been changed in a given set will take a given value and this

value will not be changed in further steps either.

8. The maximum score obtained in the previous step is recognised as the new

baseline score. After the previous step, as a result of climbing, we have found

the corresponding value of one attribute. The given attribute is removed from

the list of searched attributes and the climbing process continues. Again, the set

selected in the previous step as the one with the maximum rating is modified

in such a way that the value of one attribute in each set is changed. This is

illustrated by Figure 3.21. We are already considering the sets with the date

set in the previous step.

9. The set with the maximum score is selected. The given set indicates which

attribute and its value gives the maximum rating. If this rating is greater than

the current baseline rating, it means that a better promotion has been achieved

than in the previous step. In this case, the climbing process continues – a return

to step number 8 is made. If a rating less than or equal to the baseline rating

is obtained, we proceed to step 10.

10. The climbing process has been completed. A combination of attribute values

has been obtained that determines the recommended promotion. The given

attributes are returned to the user. This step is presented in Figure 3.22.

3.4.3 Extended promotion recommendation system

The aim of the third iteration was to expand the module presented in first promotion

recommendation system. The extension was to consist of adding additional constraints

that would control whether the promotion recommendation returned by the system

is sufficiently good in terms of other promotion indicators (not just in terms of the

number of units sold).

From the user’s point of view, they should have the ability to receive a promotion

recommendation not only to maximize the average daily sales of the product during

the promotion period, but also to meet additional constraints. The constraints would

be ensuring that the average basket value of the promoted product does not fall below

a specified level and/or the average number of customers falls within a specified range.

This can prevent a situation where a promotion is recommended that maximizes the
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The data set with the
maximum assessment.
This is the data set for
the date 2022-11-18
and with the attribute
'TV' set to the value 1.

-0.5
...

-0.5

-0.45
...

-0.45

1
...

1

...

-0.5

...
-0.5

-0.45

...
-0.45

TV
1

...
1

...

-0.5

...
-0.5

-0.45

...
-0.45

1

...
1

...

ID Describing
price

Describing date of start
of promotion

Describing
the shop
and its

surrounding
area

Describing
other

promotions

Promotion
channels and

combinations of
promotion
channels

... Day of
the year ... Weekday ... ... ...

1 ... 321 ... 4 ... ... ...

... ... 321 ... 4 ... ... ...

N ... 321 ... 4 ... ... ...

Data set for the date 2022-11-17 describing the promotion at each of the N shops

Data set for the date 2022-11-18 describing the promotion at each of the N shops

ID Describing
price

Describing date of start
of promotion

Describing
the shop
and its

surrounding
area

Describing
other

promotions

Promotion
channels and

combinations of
promotion
channels

... Day of
the year ... Weekday ... ... ...

1 ... 322 ... 5 ... ... ...

... ... 322 ... 5 ... ... ...

N ... 322 ... 5 ... ... ...

Data set for the date 2022-11-19 describing the promotion at each of the N shops

ID Describing
price

Describing date of start
of promotion

Describing
the shop
and its

surrounding
area

Describing
other

promotions

Promotion
channels and

combinations of
promotion
channels

... Day of
the year ... Weekday ... ... ...

1 ... 323 ... 6 ... ... ...

... ... 323 ... 6 ... ... ...

N ... 323 ... 6 ... ... ...

Figure 3.20: Step 7 of recommendation algorithm – selecting the dataset with

highest assessment in first iteration of search procedure.
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pr TV
-0.5 1
... ...

-0.5 1

pr tv
-0.45 1

... ...
-0.45 1

tv
0 1

... ...
0 1

The data set with the
maximum assessment.

This is the data set for
the date 2022-11-18,
with the attribute 'TV'
set to the value 1 and

the attribute 'price
change' set to the

value -0.45.

Data set for the date 2022-11-18 describing the promotion at each of the N shops

ID Describing
price

Describing date of start
of promotion

Describing
the shop
and its

surrounding
area

Describing
other

promotions

Promotion
channels and

combinations of
promotion
channels

... Day of
the year ... Weekday ... ... ... TV

1 ... 322 ... 5 ... ... ... 1

... ... 322 ... 5 ... ... ... 1

N ... 322 ... 5 ... ... ... 1

...

Figure 3.21: Step 8 of recommendation algorithm – next iteration of search proce-

dure.

Attributes
describing price

Attributes describing date
of start of promotion

Attributes describing the
shop and its surrounding

area

Attributes describing other
promotions

Attributes describing promotion channels and
combinations of promotion channels

ID Duration of
promotion Price Price

change
Day of

the year ... Weekday Purchasing
power ... Average

salary
Number of
promotions ...

Number of
promotions

with ads
TV radio Internet Special

arrangement
Other
ads ... TV or

radio

1 2 1.39 -0.45 322 ... 5 99.84 ... 4123 120 ... 24 1 0 0 1 0 ... 1

2 2 1.39 -0.45 322 ... 5 113.67 ... 4212 113 20 1 0 0 1 0 ... 1

... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...

N 2 1.39 -0.45 322 ... 5 123.67 ... 3900 111 ... 15 1 0 0 1 0 ... 1

Data set for the date 2022-11-18 describing the recommended promotions at each of the N shops. 

This is the last data set obtained in the climbing process.

Promotion recommendation:




Promotion starting 2022-11-18, lasting 2 days with a
45% promotion, where the promotion will be

advertised on TV and the product in shops will be
specially arranged.


Figure 3.22: Step 10 of recommendation algorithm – result of recommendation

system.
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number of units sold, but in terms of other indicators, it is a weak promotion (e.g.

the average basket value of the promoted product is very low because customers will

only buy that product without making larger purchases).

The study used two additional indicators – the forecasted average daily number of

customers in the store during the promotion period and the forecasted average basket

value for the product. For these two indicators, predictive models were created as

part of a previous research project, which based on the given attributes describing

the promotion, predicted the value of the indicator. The models used the same

conditional attributes as the model predicting the average number of units sold

during the promotion period. This model was used in the research for iteration 1 and

iteration 2.

Interface

In the promotion recommendation module, a new section - “Additional restrictions”

- has been added to the user configuration panel. It is presented in Figure 3.23.

By using the introduced controls, the user can indicate whether they want to

include additional constraints on the forecasted values of other promotion indicators

in the recommendation process. If they want to add such constraints, they check the

checkbox and use the sliders to select the values that interest them.

The first slider concerns setting a constraint on the average number of customers in

the store during the promotion period. An example of setting the value relative to the

norm is shown here, where the norm is the average number of customers calculated

based on historical data. The user can indicate how the number of customers should

change during the promotion period. For example, if the user sets the range from

-10% to 10%, this means that the forecasted value of the average number of customers

for the proposed promotion should not deviate from the norm and the forecast should

be between 0.9norm and 1.1norm.

The second slider concerns setting a constraint on the average value of the basket

with the promoted product. An example of setting a value directly is shown here.

The user can indicate that for the proposed promotion, the forecasted average value

of the basket with the specified product should be, for example, in the range of 100

to 300 PLN.

The other parts of the configuration panel work as described in iteration 2. After

selecting all settings, with or without optional additional constraint settings, the

user clicks the “Calculate recommendation” button, and the system runs the recom-

69



3 Promotions

Figure 3.23: “Additional restrictions” in configuration panel of promotion recom-

mendation system.
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-0.5
...

-0.5


forecast
Model of the average number of

clients in a store (average
number of the baskets)

forecast
Model of the average value of a
basket containing the promoted

product

Figure 3.24: Promotion recommendation system with additional restrictions for

other indications – obtaining additional forecasts.

mendation algorithm and returns information to the user regarding the proposed

promotion parameters.

Logic

The logic of the algorithm in this iteration has been slightly extended. Therefore,

the entire algorithm will not be presented here, only the introduced changes will be

shown.

The change occurs in step 7 of the presented algorithm, after calculating the

score for each considered promotion start date and for each value of the changed

conditional attribute. Before selecting the set with the maximum score, additional

constraints imposed by additional indicators are checked. For each set considered in

step 6 of the algorithm, forecasts for 2 indicators are calculated - the average number

of customers in the store and the average value of the basket with the promoted

product. This is illustrated in Figure 3.24.

The obtained forecasts are then compared with the ranges specified by the user. If

the forecast for a particular set does not meet the specified constraints, such a set

is removed and does not participate in the selection of the set with the maximum

score. Schematically, it looks like in Figure 3.25.

The scheme from Figure 3.25 differs from the scheme presented in Figure 3.20

only in that some sets are removed from consideration if the set (i.e. combination of

promotion parameters) does not meet at least one constraint set by the user.

The same difference is repeated in the subsequent steps of the algorithm, i.e., in

step 8 what is presented in Figure 3.26. While considering the next combinations of

conditional attributes, forecasts for additional indicators are made each time. If a
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Among the sets that meet
the given conditions for
additional indicators, the

set with the maximum
assessment is selected.

This is the set for the date
2022-11-17 and with the
attribute 'TV' set to the

value 1.

-0.5
...

-0.5

-0.45
...

-0.45

TV
1
...

1

...

-0.5

...
-0.5

-0.45

...
-0.45

TV
1

...
1

...

-0.5

...
-0.5

-0.45

...
-0.45

TV
1

...
1

...

ID Describing
price

Describing date of start
of promotion

Describing
the shop
and its

surrounding
area

Describing
other

promotions

Promotion
channels and

combinations of
promotion
channels

... Day of
the year ... Weekday ... ... ...

1 ... 321 ... 4 ... ... ...

... ... 321 ... 4 ... ... ...

N ... 321 ... 4 ... ... ...

Data set for the date 2022-11-17 describing the promotion at each of the N shops

Data set for the date 2022-11-18 describing the promotion at each of the N shops

ID Describing
price

Describing date of start
of promotion

Describing
the shop
and its

surrounding
area

Describing
other

promotions

Promotion
channels and

combinations of
promotion
channels

... Day of
the year ... Weekday ... ... ...

1 ... 322 ... 5 ... ... ...

... ... 322 ... 5 ... ... ...

N ... 322 ... 5 ... ... ...

Data set for the date 2022-11-19 describing the promotion at each of the N shops

ID Describing
price

Describing date of start
of promotion

Describing
the shop
and its

surrounding
area

Describing
other

promotions

Promotion
channels and

combinations of
promotion
channels

... Day of
the year ... Weekday ... ... ...

1 ... 323 ... 6 ... ... ...

... ... 323 ... 6 ... ... ...

N ... 323 ... 6 ... ... ...

Figure 3.25: Step 7 of promotion recommendation system with additional restric-

tions for other indications – selecting sets that meet the specified constraints.

72



3 Promotions

pr tv
-0,5 1
... ...

-0,5 1

pr tv
-0,45 1

... ...
-0,45 1

tv
0 1
... ...

0 1

...

The set with the
maximum

assessment. This is
the set for the date

2022-11-17, with the
'TV' attribute set to 1
and the 'pricechange'
attribute set to -0.45.

Data set for the date 2022-11-17 describing the promotion at each of the N shops

ID Describing
price

Describing date of start
of promotion

Describing
the shop
and its

surrounding
area

Describing
other

promotions

Promotion
channels and

combinations of
promotion
channels

... Day of
the year ... Weekday ... ... ... TV

1 ... 321 ... 4 ... ... ... 1

... ... 321 ... 4 ... ... ... 1

N ... 321 ... 4 ... ... ... 1

Figure 3.26: Step 8 of promotion recommendation system with additional restric-

tions for other indications – selecting sets that meet the specified constraints.

given combination (i.e., a given promotion) does not meet the set constraints, it is

removed from consideration.

Tests of recommendations

As part of the research, the generated promotion recommendations were tested. For

each product in the studied product group, the best promotion was searched for

in two periods: from 2022-10-31 to 2022-11-30 and from 2023-01-10 to 2023-04-10

(the recommended promotion was to start in the given periods). Recommendations

depending on the regular price of the product were also examined.

The tests show that the recommendation algorithm suggests different promotions

depending on the input values. This means that the algorithm can be applied in

real-world conditions, as it will not always point the user to the same promotion

regardless of the given input conditions.

The running time of the algorithm varies from 52 seconds to about 4 minutes. The

running time depends on the period searched.

Different promotion start days and different days of the week were recommended.

However, in no case did the algorithm give a recommendation to start the promotion

on a Monday. Different promotion durations are also recommended: 2, 3, 4, 5 or 8 days.

Different promotion channels and special product positioning are also recommended.
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3.5 Recommendations using survival action rules

The previous section showed how to use predictive XGBoost models to recommend

the best promotion and to simulate price changes. This section will elaborate on the

topic.

The proposed promotion quality indicators show how good a promotion is. The

indicator is determined as the average of the values for each day of the promotion.

Here we will look at the given issue from a different perspective. We want to conduct

an analysis of where the promotion indicator falls below a specified threshold during

the time of promotion. We will then want to find changes that could be applied to

keep the promotion indicator above the threshold for a longer number of days, and

preferably for the entire duration of the promotion. Such suggestions for changes can

also be considered as a promotion simulator, but taking into account the granularity

up to days rather than for the entire promotion period.

Survival action rules will be used for this purpose. This is an original method

co-developed by the author. To the best of our knowledge, this is a first method for

generating action rules for censored data and survival analysis. In order to understand

the issue, the theory associated with the algorithm will be presented here.

3.5.1 Theory for Survival Action Rules

Survival Analysis

Survival analysis involves data mining methods in which the dependent variable

describes the elapsed time until a certain event occurs [144]. The dependent variable

could be, for example, the time elapsed from the performance of a medical procedure

to the recurrence of the disease. Very often the aim of survival analysis is predicting

the time elapsed until a certain event occurs.

In the dataset, for which survival analysis should be performed, there need to be

two attributes – survival time and survival status. The dataset containing survival

information can be written in a more formal form as DpA, T, δq, where A is a set of

conditional attributes, T is a survival time and δ describes survival status. Survival

status is a binary attribute. It is assumed that if the event has occurred, the survival

status is 1. Otherwise, it is equal to 0. If the i-th observation belongs to the examples

for which the studied event did not occur (δi “ 0) then Ti determines the observation

time. Otherwise (δi “ 1), Ti is the elapsed time to the event [170].
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In survival datasets there are censored observations. This means that we have

incomplete information about the time of occurrence of the event. For observations

for which the survival status is 0, we only know how much the survival time was

at least, but we do not know when or if the event occurred at all. This research

focused on data containing right-censored observations. It means that for censored

observations the actual time of occurrence of the event is longer than the observed

time.

Censoring makes it impossible to use classical regression methods. For this reason,

dedicated methods are used for survival analysis. From the statistical methods the

Kaplan-Meier estimator and the log-rank test can be highlighted.

The Kaplan-Meier estimator (KM ) [102] is an estimator of the survival function

Ŝptq, which determines the probability of surviving longer than a given time t. This

function is a non-increasing function (Ŝpt1q ě Ŝpt2q ðñ t1 ď t2), which for

time t “ 0 takes the value 1 (Ŝp0q “ 1), and at t going to infinity is equal to 0

(limtÑ`infty Ŝptq “ 0).

The KM estimator assumes that censoring is independent of survival time. A

discrete survival time [144] is also assumed. The Kaplan-Meier estimator for time t

is described by the formula 3.1.

Ŝptq “
ź

j:tjďt

prj ´ djq

rj
, dla 0 ď t ď t` (3.1)

In the definition of 3.1, rj is the number of observations at risk and dj is the number

of occurrences of the event under study at time tj , where tj is the successive times of

occurrence of the event such that tj ă tj`1. t` is the maximum time of occurrence of

the event. At-risk observations are those examples for which the observation time is

greater than tj.

The results of the Kaplan-Meier estimator are often presented graphically by

so-called survival curves (or KM curves). An example of such a graph is shown in

Figure 3.27. On the X-axis is the time t, and on the Y-axis is the survival probability

value. Survival probability means the probability of non-occurrence of the event

defined by survival status. KM curves are often used to compare the results of the

Kaplan-Meier estimator for different groups of observations. For example, if one KM

curve is below another, it means that it has a lower probability of survival.
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Figure 3.27: Survival curve for exemplary dataset.

The log-rank test is a χ2 test. It is used to verify that KM curves are significantly

different from each other. It is a non-parametric test. The null hypothesis is that the

survival curves are identical.

Rule mining

Rule induction is classified as a machine learning method [140]. Rule-based methods

can be used for data mining, representation of the results of a learning algorithm,

and prediction[60].

Each rule is of the form:

IF ϕ THEN ψ

A rule is composed of a premise (ϕ) and a conclusion (ψ). The premise tells us

what conditions must be met for the conclusion to occur. The premise consists of

elementary conditions, which can be represented as Ai op V , where A is a conditional

attribute, op is a relational operation and V is the scope of the condition.

A survival rule is a formula that tells what conditions an example must satisfy in

order for the estimation of its survival function to equal the estimator found in the

conclusion. The conclusion of the rule is the KM estimator of the Ŝ survival function.

Survival rule r can be presented as follows:

IF w1 ^ w2 ^ . . .^ wn THEN Ŝ
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The conditions found in the premise of the rule have been labeled as

w1, w2, . . . , wn, where n is the number of all conditions found in the premise.

Algorithm for survival rule induction is presented in the paper [170].

Action mining

Action mining [49] is a domain that focus on methods for finding changes that should

be made in order to change class assigment of an example from the dataset. The

recommendations can present what should be done in order to e.g. change the class

of a patient from “sick patient” to “healthy patient”.

Action rules are a part of action mining domain. They are typically defined for the

classification problem. Action rules are formulas that describe transitions between

variable values that cause a change in the conclusion. For a classification problem, an

action rule shows how attribute values should change so that an example is assigned

to a different decision class. An action rule has a form:

IF w1S Ñ w1T ^ w2S Ñ w2T ^ . . .^ wnS Ñ wnT THEN CS Ñ CT .

The premise of an action rule consists of the conjunction of elementary actions. The

elementary action wiS Ñ wiT represents a change in the value of the attribute ai and

consists of the premise of the elementary action wS specifying the source range of

values of this attribute and the conclusion of the elementary action wT specifying

the target range of these values.

The following types of elementary actions are distinguished:

� elementary action of the form: wiS Ñ wiT , where wiS ‰ wiT , which represents

the change in the value of the attribute ai,

� elementary arbitrary action: wiS Ñ ANY , where the target range of the

attribute values is not specified,

� elementary sustaining action: wiS Ñ wiT , where wiS “ wiT , which represents

the preservation of the source range of attribute values.

The action rule containing source (left) and target (right) parts can be seen as a

composition of two different rules (called source and target).
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Survival action rules

Survival action rules are a combination of typical action rules generated for classifi-

cation problems and survival rules. This kind of rules indicate the action that should

be made (described in premise) in order to change survival curve, which is included

in the conclusion of the rule.

The survival action rule can be presented as:

IF w1S Ñ w1T ^ w2S Ñ w2T ^ . . .^ wnS Ñ wnT THEN ŜS Ñ ŜT .

The illustrative example of survival action rule could have the following form:

IF pdrug, p´inf, 10q Ñ r12, 20qq ^ precovery, p´inf, 7q Ñ r30, infq THEN ŜS Ñ ŜT

where the estimators ŜS and ŜT describe the probabilities of patient survival. This

survival action rules present how the dose of drug and recovery time should change

in order to change KM curve.

3.5.2 Induction of survival action rules

The innovative new survival action rule induction algorithm will be presented below.

This is a covering rule induction algorithm [61]. The main function of the algorithm

is presented in Algorithm 1. In each pass of the loop, one rule is generated. The

creation of such a rule consists of two stages: the growth (specialization) of the rule

(line 5) and pruning (generalization, line 6). At the end of the loop run, the examples

that the new rule covers are removed from the set of examples not yet covered. If the

creation of a rule results in an empty rule, i.e. one that does not have any conditions

in the premise, it will not be added to the final set of all rules (check in line 7). This

means that it was no longer possible to find a new action rule. Such a rule also causes

the entire uncovered set of examples to be covered, thus the induction process ends.

The proposed algorithm can generate target survival curves in different positions.

The user can indicate whether they are interested in the target survival curves being

improving (experiment type BETTER), worsening (experiment type WORSE ) or

arbitrary relative to the source curve (experiment type ANY ). The log-rank measure

[22], which is used to indicate maximally distant curves, is symmetric, meaning that

it does not take into account th relative position of the KM curves. The area under

the survival curves and the survival probability for the middle observation time

for the KM estimators are therefore examined when developing a new rule. If an

improving curve is sought, then 2 conditions must be met:
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� The area under the graph of the target curve must be greater than the area

under the graph of the reference curve.

� The probability of survival for the middle time is higher than the probability

obtained for the KM estimator of examples covered by the source (reference)

rule.

When looking for a survival rule, the opposite conditions will be checked.

Algorithm 1 An action rule induction algorithm for censored data
Input:

DpA, T, δq – a data set described by attributes A, observation time T and survival

status δ

µ – the minimum number of examples not yet covered that the new rule must

cover

ξ – the maximum percentage of examples common to both rules

ρ – the maximum rule coverage

τ – flag specifying whether the target rule is an improving rule (τ = ’BETTER’),

worsening (τ = ’WORSE’) or any (τ = ’ANY’)

Astable – a set of stable attributes from the set A

Output: R – a set of experiential rules for action

1: function InductionOfSurvivalActionRules(D, µ, τ , Astable)

2: RÐH

3: Du Ð D Ź set of examples that are not covered

4: while Du ‰ H do

5: r Ð Specialise(D,Du, µ, τ , ρ, Astable)

6: r Ð Prune(D, r, τ , ξ, ρ)

7: if r ‰ H then RÐ R Y tru

8: Dc Ð CoveredExamples(r,D) Ź function returns examples from the

set D covered by the rule r

9: Du Ð DuzDc

10: end while

11: return R

12: end function

The specialisation of the rule is presented in Algorithm 2. Growth involves greedily

adding more actions to the initially empty premise of the rule being created. In each
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step, the best elementary condition that can be added to the left side of the rule (line

5) and the best counter-condition, that is, the best elementary condition that can

be added to the right side of the action rule (line 9) are found. The action, created

from these two conditions, is then added to the rule premise (lines 10-13). If the

best elementary condition for the left side is not found then the rule growth stage is

completed. The line 6 shows the addition of the found best elementary condition to

the set of already reviewed conditions. This is because if a counter-condition is not

found for such a condition, the action with this condition will not be added to the

premise of the rule. On the next run of the loop, this condition cannot be reviewed

again in search of the best condition for the left rule, because otherwise the same

condition would be indicated again. For this reason, conditions already reviewed are

saved in the Wignore set, in order to be ignored when reviewing new conditions.

Finding the best elementary condition (line 5) involves looking for an elementary

condition that, when added to the premise of the left-hand side of an action rule,

will produce a survival rule of the best quality. In other words, the condition that

maximizes the value of the log-rank statistic between the subset of examples covered

and not covered by such a rule is sought. If several conditions result in the best

value of the log-rank measure, the one that most increases the coverage of the set of

examples not yet covered is selected.

Finding the best counter-condition is presnted in line line 9. The counter-condition

is an elementary condition wiT for attribute ai, which maximizes the value of the log-

rank test between the subset covered by the so far determined premise of the source

part of the action rule with added condition wiS and the subset of examples covered

by the so far determined premise of the target part of the action rule with added

condition wiT .

After the specialisation of the rule, the pruning step (generalisation of the created

rule) is executed. This procedure iteratively removes actions from the premise and

checks whether the value of the log-rank measure obtained for the new rule between

examples covered by the left side of the rule and the right side improves or stays the

same. In the same loop run, the effect of changing a given elementary action to an

arbitrary action (wiS Ñ ANY ) is also examined.

After each run of the inner loop, the action whose absence causes the greatest

increase in quality of the action rule for survival analysis is removed. In its place, a

corresponding arbitrary action can be added if it causes an even greater increase in

quality. If a condition to be removed is found, then the algorithm begins to search
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Algorithm 2 Specialisation of the action rule for survival analysis
Input:

DpA, T, δq – a data set described by attributes A, observation time T and survival

status δ

Du – a collection of examples that are not yet covered

µ – the minimum number of examples that the new rule must cover

ρ – the maximum rule coverage

τ – indication whether the rule is to be an improving, worsening or any rule

Astable – set of stable attributes from the set A

Output: r – action rule

1: function Specialize(D,Du, µ, τ , Astable)

2: ϕ, ϕS, ϕT ÐH Ź the premise of the created action rule, a set of source

elementary conditions, a set of target elementary conditions

3: Wignore ÐH Ź a set of elementary conditions already checked

4: repeat

5: wbestS Ð BestElementaryCondition(D, Du, ϕS, µ, ρ, Wignore)

6: Wignore Ð Wignore Y twbestSu

7: if wbestS “ H then Continue

8: aÐ Attribute(wbestS)

9: wbestT Ð Counter-condition(D,ϕS ^ wbestS , ϕR, wbestS , µ, τ)

10: actionÐ BuildAction(wbestS , wbestT )

11: ϕÐ ϕ^ action

12: ϕS Ð ϕS ^ wbestS
13: ϕT Ð ϕT ^ wbestT
14: until pwbestS “ Hq

15: ŜS Ð KM for set CoveredExamples(ϕS, D)

16: ŜT Ð KM for set CoveredExamples(ϕT , D)

17: return r ” IF ϕ THEN ŜS Ñ ŜT

18: end function

anew for the actions left in the premise. The end of rule pruning occurs when no

more actions to remove are found, or changing any action to an arbitrary action only

degrades the quality of the rule. The end of the procedure can also occur if the rule

covers the entire set of examples.
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It is important to note that the procedure also checks whether removing a condition

or changing it to an arbitrary action will cause the final rule to consist of only arbitrary

actions. This is not an interesting case, because such an action rule would not give

any information about how the elementary conditions on the left should be changed

to get a significant change in the survival curve.

The removal of actions is subject to two restrictions. An action is not removed

if its removal would result in the share of all examples covered by a single rule

exceeding ρ parameter, which prevents the creation of overly general rules. The

second restriction is the maximum share of common examples that the source and

target rules can contain at the same time. It is set by ξ parameter. If the value of

common examples exceeds ξ value, the action will not be removed, which prevents

the creation of actions in which the groups of examples from source and target rules

do not significantly differ from each other.

When trimming an action rule, the positions of the survival curves are also checked,

because we do not want to change the relative position of the curves after changing

or removing an action.

To handle missing values, the so-called ignored values strategy is used. When

searching for possible conditions, missing values are ignored and rules are built only

based on known observation values. Observations are not included by a rule if they

have a missing value for the attribute tested by this rule. The strategy has similar

efficiency to more advanced methods of handling missing values [169] and does not

require additional steps, which is necessary in the case of imputation methods.

The proposed method combines action mining and survival analysis, offering a

unique approach. Previous methods of action mining were not able to handle censored

observations. Considering censored data as event-free would skew the model in favor

of the event-free outcome. Moreover, when defining action rules for such data, it

is essential to include a survival curve in the rule conclusion. As a result of the

proposed exploratory analysis, an interpretable model is obtained, which explains

the actions based on the data attribute values, leading to a survival curve with a

distinct character.

3.5.3 Survival action rules for promotion task

Although the name survival analysis is particularly associated with the medical field,

the application of the domain is much broader. The event under study of survival
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analysis could be a relapse or death of a patient, but it could also be an equipment

failure or loss of a customer.

In this study, survival analysis and survival action rules are used in context of

promotions. Each promotion lasts for a preset number of days. In earlier studies, the

promotion was considered as a whole, without dividing it into individual days of

the promotion. The proposed indicators were determined for the entire promotion.

For example, the value of the indicator Avg. Basket was determined based on the

average of each day of the promotion. In this study, we will go down to a lower level

of aggregation and the indicators will be determined separately for each day of the

promotion.

We assume that for each indicator an expert could indicate what the minimum

expected value of the indicator is – this would be our threshold. The threshold could

be set individually for a product or for a whole group of products. In this case, we

are able to verify whether or not the promotion has fallen below the preset threshold

over the course of its duration. A drop below the threshold will be our event in the

survival analysis – a promotion for which there was a drop below the preset threshold

will have survival status set to 1. In this case, the survival time will be the day of

the promotion in which the event occurred. For other cases (survival status is equal

0), the survival time will be set to the number of days of the promotion. These will

be our censored observations, since we do not know whether there would have been

a drop below the set threshold if the promotion had lasted longer.

In this research, it was assumed that only promotions that:

� had a indicator value above the set threshold throughout the whole promotion

period or

� during the promotion, the indicator fell below the set threshold and maintained

as this until the end of the promotion

will be considered. In preparing the set for the survival analysis, no consideration

was given to promotions for which there was a drop below a set threshold, and then

the indicator came back above again.

Such survival information can be used for further analysis. Survival curves can be

plotted for groups of products or for individual products, or survival rules can be

inducted. We, on the other hand, will perform an analysis of the surviving action

rules to determine changes that could be made to reduce the probability of the

indicator falling below a set threshold.
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Dataset preparation

The research presented here focused on the indicator Average value of a basket

containing the promoted product but disregarding the value of the

promoted product (shortcut: Avg. Basket Without Item). It was chosen

because it is fairly universal for many products and does not include the price of the

promoted product in its value. In this study, we relied on a different dataset than

the one presented in previous sections of chapter 3, as we only had daily product

sales data for the 2017-2018 promotion. For this reason, the dataset was limited. In

addition, as mentioned earlier, the dataset did not include promotions for which the

indicator fell below a preset threshold after which it was again above the limit.

The indicator threshold was set jointly for all products included in the same

product group. Arbitrarily a threshold was set as a 20-th percentil for values of

Avg. Basket Without Item indicator withing group of products.

In the survival dataset, following conditional attributes were used:

� weekday,

� tv –logical value describing if promotion was advertised in TV,

� radio – logical value describing if promotion was advertised in radio,

� internet – logical value describing if promotion was advertised in Internet,

� spec placement – logical value describing if product had special placement in

store,

� prom diff – logical value describing if promotion was advertised in a different

way,

� price – price of a product,

� pricechange – change of a price,

� nb all promotions – number of all promotions in a store,

� nb all promotions prom diff – number of all promotions that were advertised

in a different way;

� nb all promotions tv radio or internet – number of all promotions that were

advertised on TV, radio or internet,
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� nb all promotions tv radio internet or prom diff – number of all promotions

that were advertised on TV, radio, internet or in a different way;

� first date day – number of a day in the month of a first day of promotion,

� first date day of year – number of a day in the year of a first day of promotion,

� first date month – month number of a first day of promotion,

� first date week – week number of a first day of promotion,

� season.

Case study

The case study of using survival action rules for promotions will be presented for

promotions from dairy products group. In this study, we want to create actions that

will lower the probability of indicator going below the set threshold. Because of this,

the experiment was performed with any assumption that the generated rules should

be improving. Thus, the τ parameter value was set to ’BETTER’ (see Algorithm

1), which meant that the target rule should conclude with a curve that was above

the survival curve of the source rule. The parameter µ specifying the minimum

number of examples not yet covered that the new rule must cover was set to 500,

the parameter ξ specifying the maximum percentage of examples common to both

rules was set to 0.1, and ρ specifying the maximum rule coverage was set to 0.5. The

attibutes first date day, first date day of year, first date month, first date week and

season were set as stable attributes. It means that for these attributes the actions in

survival action rules would not be created.

Summary of the results of the survival action rules induction is presented in

Table 3.5. It contains selected indicators of the quality of the rule sets. The table

includes the percentage of rules for which the p-value of the log-rank test is less than

0.01 (%rpă0.01) without and with adjustment for the scenario in which multiple results

were obtained (Bonferroni correction [128] was used). The summary shows that the

obtained rule sets are of good quality – after taking into account the correction for

p-values the percentage of rules with p-value ă 0.01 is 100%.
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indicator of the quality of the rule sets value

number of rules (#r) 10

number of rules without any action in premise 0

total number of conditions (ℵc) 41

total number of actions (ℵa) 35

number of “ANY” actions 8

average number of conditions per rule (#c) 4.1

average number of actions per rule (#a) 3.5

mean % of examples covered by source rule 25.7

mean % of examples covered by target rule 38.9

mean % of examples covered by both rules 0.01

min # of conditions/actions in a rule (µc{a) 2/1

max # of conditions/actions in a rule (Mc{a) 7/6

% of rules with p-value ă 0.01 (%rpă0.01) 100

% of rules with p-value ă 0.01 after correction 100

% of rules with p-value ă 0.05 (%rpă0.05) 100

% of rules with p-value ă 0.05 after correction 100

Table 3.5: Evaluation indices of the set of survival action rules generated for the

promotions for dairy product group.

The occurrence frequency of each attribute in the generated rules can be analysed

from Table 3.6. The nb all promotions attribute occurs in 8 of 10 rules generated

for the three defined settings. It means that only 2 action rules did not include any

condition with this attribute. Therefore, it can be concluded that it is the most

important attribute that changes the form of the survival curve.
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Attribute Number of occurrences

nb all promotions 8

nb all promotions tv radio or internet 6

price 6

weekday 4

first date day of year 3

nb all promotions prom diff 3

nb all promotions tv radio internet or prom diff 3

pricechange 3

first date day 2

first date month 1

radio 1

tv 1

Table 3.6: Ranking of attributes according to the number of occurrences in rule

premises for the promotion dataset.

The premise parts of the generated rules are presented in Table 3.7. The survival

curves from the conclusions of the selected rules are presented in Fig. 3.28. In

accordance with the configuration adopted the selected rules are improving ones,

thus the curves for the target parts are above the curves for the source parts.
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Id Premise

r1 (nb all promotions tv radio or internet, (-inf, 13.5) -ą ă0.5, inf)) AND

(nb all promotions prom diff, (-inf, 43.5) -ą ă24.5, inf)) AND (price,

ă0.59, inf) -ą ă0.97, inf)) AND (nb all promotions, ă36.5, 77.5) -ą

ă145.5, inf)) AND (pricechange, ă-0.363, inf) -ą ă-0.3345, inf))

r2 (nb all promotions tv radio or internet, ă15.5, inf) -ą ă51.5, inf))

AND (first date day of year, (-inf, 333.5)) AND (nb all promotions, (-inf,

898.0) -ą ă272.5, inf)) AND (first date day, ă21.5, inf))

r3 (nb all promotions tv radio internet or prom diff, ă52.5, inf) -ą ă134.5,

inf)) AND (nb all promotions tv radio or internet, ă15.5, inf) -ą ă51.5,

inf))

r4 (nb all promotions tv radio internet or prom diff, (-inf, 76.5) -ą ă57.5,

inf)) AND (nb all promotions tv radio or internet, (-inf, 18.0) -ą ANY)

AND (nb all promotions prom diff, (-inf, 61.5) -ą ă45.0, inf)) AND

(first date day of year, ă20.5, 339.0)) AND (price, (-inf, 1.57) -ą

ANY) AND (nb all promotions, ă36.5, 223.5) -ą ă205.5, 489.5)) AND

(pricechange, ă-0.3175, inf) -ą ă-0.2935, -0.093))

r5 (nb all promotions tv radio or internet, (-inf, 18.0) -ą ă2.5, inf)) AND

(nb all promotions prom diff, (-inf, 117.5) -ą ă22.5, inf)) AND (price,

(-inf, 1.57) -ą ă1.6400000000000001, inf)) AND (first date day of year,

(-inf, 339.0)) AND (nb all promotions, ă36.5, 301.5) -ą ă143.5, inf))

r6 (nb all promotions tv radio internet or prom diff, (-inf, 131.5) -ą ANY)

AND (price, (-inf, 2.54) -ą ă0.72, inf)) AND (weekday, (-inf, 2.5) -ą

ă3.5, inf)) AND (nb all promotions, ă92.5, inf) -ą ă199.5, inf))

r7 (tv, {0} -ą ANY) AND (price, (-inf, 3.34) -ą ANY) AND (weekday, (-

inf, 2.5) -ą ă3.5, inf)) AND (nb all promotions, ă184.0, inf) -ą ă200.5,

inf)) AND (pricechange, (-inf, -0.07899999999999999) -ą ANY)

r8 (price, (-inf, 3.52) -ą ANY) AND (weekday, (-inf, 1.5) -ą ă3.5, 4.5))

AND (nb all promotions, ă130.0, inf) -ą ă199.5, inf)) AND (radio, {0}
-ą ANY)

r9 (weekday, (-inf, 2.5) -ą ă3.5, inf)) AND (nb all promotions, ă135.5,

389.5) -ą ă192.5, inf))

r10 (nb all promotions tv radio or internet, (-inf, 14.5) -ą ă18.5, inf)) AND

(first date month, (-inf, 11.5)) AND (first date day, (-inf, 29.5))

Table 3.7: Survival action rules generated for the promotions.
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Figure 3.28: Survival curves of rule conclusions from Table 3.7. The curve corre-

sponding to the source rule is in red, the curve corresponding to the target rule is

in green.
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Analyzing rules in Table 3.7 it can be seen that the number of conditions and

the number of actions in the premise of the generated rules reaches a maximum of

7. The number of all attributes (not including variables denoting time and survival

status) in the prepared dataset is 17. This means that the proposed method did not

generate overly specific rules containing conditions for all attributes. From Table 3.5

it can be concluded that all of the generated rules have low p-value of the log-rank

test between the source and target rule curves. This means that for each rule, the

source curve and the target curve are significantly different from each other.

Further, more detailed analyses, may include inspection of a specific rule. To

provide an example of the analyses, the r5 rule was chosen, the form of which is

shown in Table 3.7 and the survival curves in Figure 3.28.

The premis of rule r5 consist of 5 conditions including four actions and one

elementary condition (stable attribute). Actions were inducted for attributes:

� nb all promotions tv radio or internet,

� nb all promotions prom diff,

� price,

� nb all promotions.

Density histograms presented in Figure 3.29 were generated for these attributes.

The histograms were created for the source and target conditions using examples

covered by the source and target rules. The histogram was not generated for condition

first date day of year, which also is present in rule r5, because it is a stable attribute.

From density histograms presented in Figure 3.29 it can be concluded that the

rule indicates to increase the number of promotions taking place in the store in order

to reduce the probability that during the promotion the value of the basket will fall

below the set threshold. Such a rule seems to be in line with intuition – the more

promotions, the customer may want to buy more products from the promotions,

which affects the value of the basket,

An action related to the price increase also appeared in the rule. The density

histogram presented in Figure 3.29 fo this attribute points out a significant change

in the average price for promotions included in the target rule comparing to to the

source rule. This change results in a higher survival curve. It is speculated that this

may be because a big promotion will cause customers to come to the store just to

buy a product at a bargain price. Such behaviour may result in few goods in the
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shopping basket. In the case when only the promoted product is bought, the value

of the examined indicator will be 0, because the indicator determines the value of

the shopping basket without the product to which the examined promotion applies.

A stable attribute first date day of year also appeared in the examined rule. Its

value was specified as smaller than 339. That is, the rule applies to promotions that

take place from the beginning of the year to December 5. December 6 is Santa Claus

Day, which is often celebrated in Polish, especially among children. It is possible

that after this date the period of shopping related to the future Christmas holidays

begins – Christmas gifts may be bought, and in the days closer to Christmas Eve a

lot of shopping related to this holiday will already be done. Christmas is celebrated

in most Polish homes and is often associated with large purchases, which will also

affect the value of the examined indicator. It is possible that the studied rule will

not apply during this particular period. However, it should be noted that the given

data set contained data only from 2017-2018, so it may be too small number of data

to draw such conclusions.

The presented case study shows how the innovative separate-and-conquer survival

action rule learning algorithm can be applied to the analysis of promotions. Such

results show what changes (actions) could be made to change indicator values and

extend the time for which a promotion meets a set acceptable indicator value. The

performed analysis showed that the generated rules allow to indicate the conditions

that influence the change of the KM estimator value. The good quality of the

generated rules is confirmed by low p-value of the log-rank test for the source and

target rules. Based on this, it can be concluded that the proposed algorithm for

the induction of survival action rules for examined case gave satisfactory results.

Further research could look at possibilities of creating survival action rule for multiple

indicators simultaneously.

3.6 Conclusions

The given chapter presents ways to forecast and analyze the effectiveness of promo-

tions. Firstly, 6 indicators are proposed to evaluate the effectiveness of promotion.

Then the preparation of data sets that can be used for such analysis is presented.

The process of preparing conditional attributes and selecting data is outlined. Next,

studies of various methods for creating predictive models of indicator data for whole

groups of products were performed. Then similar studies were carried out for individ-
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Figure 3.29: Histogram of the density of attribute values occurring in the actions

in the r5 rule. Histograms are drawn for the source and target conditions on the

examples covered by the source/target rule. The dashed line indicates the mean

value.
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ual products. The research shows that it is better to create such models for groups of

products, since only a small number of products have enough data to prepare such

models. There may also be products for which there was almost no promotion at all,

and at such a time the possibility of using a predictive model is beneficial. The study

also found that the XGBoost model performed best among the approaches studied.

The next part of the research presents the practical use of predictive models for

promotional performance indicators built on XGBoost. The possibility of using them

in a price change simulator and in a recommendation system for the best promotion

is shown. Finally, an innovative approach of using the proposed induction algorithm

for survival action rules to analyze promotions is presented. The results of such an

analysis give information on what changes (actions) could be applied to make the

promotion meet the expected value of the indicator for the longer time period of the

promotion.
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Product stocking can be carried out in a variety of ways. At times, products are

ordered on an ongoing basis, based on current consumption. Other times, orders are

placed well in advance, in which case forecasting future demand becomes critical.

This often occurs, for instance, when a store signs a contract with an ice cream

supplier for the summer season. A similar approach is used in the fashion industry.

However, there are some key differences.

The first challenge lies in the seasonal nature of fashion sales (i.e., spring/summer

and autumn/winter sales). Another challenge is the difficulty in capturing and

interpreting information about intangible product attributes such as fashion and

emotions. Additionally, it’s essential to forecast demand over a long time horizon in

this business, given that many goods are imported from countries where they are

extensively produced. Ordering products in advance is necessary to ensure timely

production, shipping, marketing, and distribution across international borders.

On the other hand, fashion merchandise evolves rapidly. Products are rarely offered

for multiple seasons, and the majority are only sold during one sales season, resulting

in a short sales history. This applies to both natural seasonal shifts and ever-changing

trends that can differ greatly. Another factor to consider is the relative rarity of sales

of a given product model in a specific size and color at a particular store. In the

fashion industry, products are often sold in collections, and new products typically

replace most of the previous season’s offerings.

Given the need to forecast sales far in advance for products that have yet to be

released, it’s evident that the forecasting process becomes more complex. An expert

may assist in predicting future sales of new product lines, but forecasting sales for

each week of the upcoming season for a specific product in a particular size and color

poses a challenge. While an expert can use their domain knowledge to forecast sales

for a group of products, it’s challenging to predict sales for each specific product

in a particular size and color. As a result, we propose our approach to forecasting

demand for such circumstances.
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The research was carried out as part of the project co-financed by European Funds

entitled ’Decision Support and Knowledge Management System for the Retail Trade

Industry (SensAI)’ (POIR.01.01.01-00-0871/17-00).

4.1 Problem statement

In the research, that was also described in paper [74], we were dealing with the

problem of an estimation of the conditional probability of sales of fashion goods,

taking into account certain nominal characteristics of these goods and taking into

account the time factor. Our goal was to find a way to obtain a forecasts for a specific

product based on predictions made for a product categories, where specific product

is a product described by colour, size and product type. This is a case of top-down

forecasting. As an example, our forecast should give prediction not only for blouse

XYZ but for blouse XYZ in size M and in colour green. Having the forecast for group

of products (e.g. for specific group of blouses), the problem boils down to dividing

the forecast into smaller forecasts, that is, determining the probability (fraction) by

which the overall forecast will be multiplied.

The forecasts for a certain product category were provided to us by a business

partner and are proprietary. However, we can conclude that forecasting for the

category is feasible, given its past sales history. Furthermore, since the number of

product categories is limited, an expert with domain knowledge can make accurate

forecasts for the categories of products.

In our research we studied different approaches to making demand forecast for the

specific products from fashion retail based on higher level forecasts. We used naive

method, custom nearest neighbour approach, parametric linear mixed model and an

ensemble approach.

We had to create predictions for weekly aggregates for 29 weeks ahead. It was a

problem of long-term predictions.

4.1.1 Datasets

We were working with real life data describing sale of fashion products. The dataset

contains data from 2016 to the end of 2021, so it partially cover the period of

COVID-19 pandemic and lock-downs. The data from April 2021 to November 2021

was our test dataset, because for this period we had from our business partner not
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only predictions for the whole category, but also their predictions for unique products

and we could treat it as our baseline.

In the process of data preparation we created dataset in which each observation

describe sale of one specific product in one week. The attributes that we used were

as follow:

� ID attributes: product name, category name, date of a first day from a consid-

ered week.

� Attributes connected with a product in sale: product type, size, main colour

and colour undertone.

� Attributes connected with time of a sale (describing the week of an observation):

the week number, season, quarter of the year, the number of days until the closest

holiday or event (such as Christmas, Easter, a national holiday, Valentine’s

Day, etc.), the number of days since the closest holiday or event, the number

of holidays or events that occurred during the considered week, the number

of holidays or events that occurred during three weeks — the week under

consideration, the prior week, and the following week, binary feature that

described if it is the last week of a year.

� Sales-related characteristics: the quantity of units sold, the number of units

sold within a category, and the percentage of sales in a particular category that

correspond to the sale of the product in question.

� Attributes connected with trend and seasonality: we used Prophet tool [2, 149]

to decompose data from train dataset into trend and seasonality for each

product. Results obtained were applied to the test samples.

Because of making predictions for long-horizon we couldn’t use data that may be

not known in a future as weather or sale from weeks just before the forecast week. In

our dataset, we didn’t have information about price or planned promotions. Forecasts

were made for all stores collectively, with no breakdown of sales at individual stores.

The training set included almost 62,000 observations from January 2016 to April

2021. The test set included more than 9000 observations from April 2021 to November

2021.

In the table 4.1, we present number of product types, colours and sizes in each

category.
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Category Number of product types Number of sizes Number of colours

A 1 12 3

B 3 4 3

C 4 34 4

D 1 4 1

E 2 2 1

F 2 4 3

G 1 5 3

Table 4.1: Number of products in each product type, size and colour in each category

of products in analyzed dataset.

4.2 Proposed approaches

4.2.1 Naive approach (data cube approach)

Initially, we employed a naive method to partition the sales forecast for a product

category into individual forecasts for unique products within that category. This

involved determining a probability (weight) that the category forecast should be

multiplied by to arrive at the forecast for a unique product, with the probability

ranging between 0 and 1.

For a given time period, this approach required the generation of a ’cube’ based

on historical data, with each side of the cube representing an attribute by which

the product can be characterized. The intersection of these dimensions resulted in a

weight (fraction) that was used to multiply the sales forecast for the product category

to which the product belongs. The outcome of this computation was a sales forecast

for a specific product at a particular point in the future.

Although the term “cube” is used in this description, it should be noted that the

number of attributes used to characterize the product may be more or less than three.

However, in our data, the specific product was characterised by three attributes:

colour, size and product type.

We can generate multiple “cubes” over time, as presented in Figure 4.1 because

cube values can be calculated based on other data as they come in. This means that

if forecasts are made for each week, the probabilities (weights) described by the cubes

will change depending on what the sales of a particular product were in that week.
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Figure 4.1: Naive approach - multiple ’cubes’ over time.
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Figure 4.2: Simple naive approach - calculating final forecast.

The proposed simple naive approach assumes that a forecast needs to be made for

a product labeled p in category c for a given week n in a particular year Y . In this

approach, the sales figures for the same week in the previous year Y ´ 1 are analyzed.

The sales of the product p during that week are then divided by the total sales in

category c during the same week to obtain a probability value. This probability value

is used as a weight to multiply the forecasted sales figure for category c in week n of

year Y . The resulting figure is considered the forecasted sales for the product p. The

process of calculating final forecast for product p is presented in Figure 4.2.

The extension of the suggested method is to calculate the weight based not only

on the previous week, but also on the week before that and the week after that. This

ensures that the weights are averaged and minimizes the impact of outliers on the

resulting forecast. On the basis of Equation 4.1, it would be determined.
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Figure 4.3: Extended naive approach - calculating final forecast.
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where s means real sale, y is a forecast, p is a product, for which we calculate the

forecast, c is a category of a product, n is a week number, Y is a year.

The Figure 4.3 presents the way of calculating final forecast in extended naive

cube approach.

The naive model assumes that no expert knowledge is used, that is, no reference

products or models are established for products. Only the knowledge contained in the

database is used, that is, we have information about the characteristics of the product

(product type, color, size) and what category the product belongs to. It can big an

advantage of this approach. Another advantage of the naive approach is the lack of

model training and the absence of the problem of overfitting. The disadvantage of

this solution is the fact that the weight is naively searched for one year earlier or

around a given date. The solution does not take into account the changing trend,

nor does it consider holidays and special days. For this reason, other approaches,

which would be based on assumptions of weight averaging, were investigated.

4.2.2 Nearest neighbour (KNN)

We suggest a nearest neighbour (KNN) strategy as a more complex forecasting

method. Although this is a non-parametric approach that is frequently used in

classification tasks, we used it to identify comparable observations from past data.
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Given an input vector, this method determines the distance (using a selected distance

measure) to observations from a training dataset. Its closest neighbour is the single

observation whose conditional attribute vector resembles the new feature vector the

most. The KNN method was chosen as an extension of the naive method, which

made a forecast using sales data from the previous year. The KNN algorithm makes

a forecast of the weight (sales of a given product within an entire category) by

searching for the most similar observations from the entire range of historical data.

The resulting weight is multiplied by forecast for the entire category, resulting in a

sales forecast for a specific product.

In this approach, an extended dataset was used. The dataset has additional

attributes describing the week, number of events or season. In order to use some

categorical attributes, additional input data had to be provided. Additional data

is needed for the size attribute. The analyzed collection contained data for various

products, including shirts, socks, and bras. Each of these products have different

sizes. For example, shirts may have sizes XS, S, M, L, XL or 36, 38, 40, etc., socks

are labeled 36/38, 38/40, etc., and bras have sizes such as 70B, 70C, 75B, 80D, 90C.

To calculate the distances between different observations using the size attribute,

the original sizes were converted into numerical values based on the historical data.

We divided the historical dataset by size — a separate subset for each category of

products, which have different clothing sizes. Then, for each of the sizes in the set,

we determined the percentile values within those subsets. That is, if we forecasted

sales for socks in size 36/38, we converted size 36/38 into the numerical value —

percentile that this size represented in the historical data.

The attribute “product type” also received additional entry data. This attribute

had nominal values, which served as identifiers for the various fashion styles and

had no further significance. We suggested using product types dissimilarity table,

which shows distance between different product types. If we calculated the distance

between products that had the same product type, the distance was equivalent to

0. If we measured the distance between two products that belonged to the same

clothing category but were of different product types, for example the distance was

equal to 0.5. If we calculated the distance between goods that belonged to various

clothing categories, the distance was equal to 1.

In the KNN approach we used following attributes:

� week number,
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� product type

� size,

� main color,

� secondary color,

� season,

� quarter,

� number of days to the nearest event,

� number of days since the nearest event,

� number of events/holidays that occurred in the considered week,

� number of events/holidays that occurred during the considered week, in the

previous week, and in the following week

Then, normalization of numerical variables was applied using the Min-Max method.

The numerical variables were normalized to the range from 0 to 1.

The schema of the proposed procedure is presented in Figure 4.4. The KNN method

is called with the parameter k=3. This parameter value was selected from the set of

values k={1,2,3}, as the value giving the best model results.

Let’s assume that we want to predict the demand of the product XYZ in week

starting from 2021-05-17. We will call this observation as a o1. Assume also that

the product XYZ is of product type “X”, has colour “Y” and size “Z”. Firstly, we

need to prepare a training set of historical data, among which we want to search

for the nearest neighbour for the observation o1. The training dataset is limited to

historical data of the specific product XYZ only when we have at least one year of

historical data for this product. The training dataset is limited to historical data of

all products of product type “X” only when at least one product from this group has

at least one year of historical data. If these assumptions are not met, our training

set is a dataset of historical data of reference products to product XYZ. These are

all products whose product types have a distance of 0.5 to XYZ in the product types

dissimilarity table. After obtaining a new train dataset, the algorithm KNN finds

the nearest neighbour to the observation o1 – we will call this nearest neighbour

onn. Then we can calculate the weight of onn. The weight is a ratio of the total
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Figure 4.4: The schema of the custom nearest neighbour procedure for obtaining

the forecasted demand of a product.
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sales of the product in onn to the total sales of the category, to which the product

from onn belongs. So for example, if the onn describes the sale of a product ABC

in week starting from 2020-07-06, the weight will be the sale of a product ABC in

week 2020-07-06 divided by the sale of a whole category, to which the product ABC

belongs to, in the same week. This weight is multiplied by the forecast for a category,

to which the product XYZ belongs to, and for the week starting from 2021-05-17. As

a result, we obtain a prediction for the observation o1.

It is worth noting that the KNN method relies on a similar assumption as our

naive approach — the weight is determined as a proportion of the product’s sales

to the sales in the entire category. However, in the KNN method, the weight is not

necessarily searched for a week that occurred exactly one year earlier. Additionally,

the nearest neighbor, which is used to determine the weight, may refer to historical

data for a different product than the one being forecasted.

Next, we tried to optimize the range of conditional attributes and the number

of neighbors. For this reason, a validation set was extracted from the training set -

these were data from the last 29 weeks from the training set.

Experiments were conducted for values of K=[1..8]. Optimization of the number of

features used in the KNN model was done using climbing strategy. Initially, the KNN

model was taught using all the proposed features. Then one feature at a time was

temporarily removed and the effect of the removal on the MAE value was checked.

Finally, in a given iteration, the feature that caused the greatest decrease in MAE

value on the validation set was removed. There could also be a feature removed

that did not cause a change in the MAE value. Experiments were conducted until

all subsequent deletions caused an increase in the MAE error on the validation

set. This experiment was performed for each value of K. In the process of climbing

backwards, the characteristics describing the product - product type, color, size -

were not involved. Attribute describing week number couldn’t also be removed in

the optimization process.

4.2.3 Linear mixed model (LMM)

Linear mixed models are an extension of simple linear regression models and can

be used for data with a hierarchical structure which is observed in fashion. These

models incorporate fixed and random effects:
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yyy “XXXβββ `ZZZuuu` εεε (4.2)

where yyy is a vector of outcome variable, XXX is a matrix of predictors, βββ is a vector

of fixed-effects regression coefficient, ZZZ is a design matrix for random effects, uuu is a

vector of random effects and εεε is a vector of residuals [57].

In this approach, a model for each product group was estimated with random

effects defined by product, size, and color. In groups where there was only one product,

random effects were estimated only for size and color. Due to strong asymmetry of

outcome variable (forecast weight) Box-Cox transformation [?] was applied.

Using ANOVA, we confirm that there are substantial differences between groups

based on product, size, and colour and the outcome variable. The permutation test

was used to prove the significance of random effects.

The following characteristics were used as explanatory variables:

� Random effects:

– product type,

– color,

– size

� Fixed effects:

– season,

– quarter,

– number of days until the next event,

– number of days since the last event,

– number of events/holidays that took place during the week under consid-

eration,

– number of events/holidays that took place during the week under consid-

eration, the previous week and the following week,

– trend and seasonality determined by the Prophet tool.

For linear mixed model optimization was also performed. In the LMM method,

only the range of conditional attributes was optimized. Models containing every

possible combination of conditional attributes were tested within each category. The

optimal arrangement of variables was determined as the one for which the minimum

MAE value was obtained on the validation set.
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Product

ID
Baseline

Simple

naive

approach

Extended

naive

approach

LMM

without

optimization

KNN

without

optimization

LMM

with

optimization

KNN

with

optimization

Ensemble

1111 6.033 6.200 5.600 5.133 5.033 5.133 5.167 5.150

1112 5.933 7.033 6.500 5.567 6.700 5.567 6.400 5.900

1113 5.600 6.700 6.500 5.200 7.467 5.167 5.967 5.567

1114 5.733 5.567 5.167 4.833 7.400 4.867 5.000 4.930

Table 4.2: Example of evaluation of methods by means of ranks – MAE values for 4

example products and for all the approaches.

4.2.4 Ensemble approach

We combined the forecasts of the parametric linear mixed model and the non-

parametric KNN technique in the ensemble approach. The forecast returned was the

average of forecasts provided by these two models.

4.3 Comparing the proposed approaches

In the next iteration of the study, we performed a summary of the results using ranks.

The approach used here was to assign ranks to each method. An MAE measure was

calculated separatelly for each product, which is described by the product type, color

and size, and for each method tested. Each method was then assigned a rank within

the subset - rank 1 was assigned to the method that obtained the smallest MAE

error (i.e., was the best in this context), rank 2 was assigned to the second-best

method, and so on. It could have happened that two or more methods received the

same MAE score. In such a case, all of these methods received an average rank value

(e.g., two methods had the same MAE score and were assigned a rank of 2 and a

rank of 3, so in the end they both received a rank of 2.5).

An example of rank assignment is shown in Tables 4.2 and in 4.3. Firstly, MAE

errors were calculated within each product (Table 4.2). In the next step, based on

the determined MAE measures for each product, an appropriate rank was assigned

to each method within the product. This step is shown in the table 4.3.

The average rank was then determined taking into account all the products

considered (not separately within each category). The results are presented in Table

4.4.
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Product

ID
Baseline

Simple

naive

approach

Extended

naive

approach

LMM

without

optimization

KNN

without

optimization

LMM

with

optimization

KNN

with

optimization

Ensemble

1111 7 8 6 2.5 1 2.5 5 4

1112 4 8 6 1.5 7 1.5 5 3

1113 4 7 6 2 8 1 5 3

1114 7 6 5 1 8 2 4 3

Table 4.3: Example of evaluation of methods by means of ranks – assigned ranks

for 4 example products and for all the approaches based on MAE values from

Table 4.2.

LMM

without

optimization

LMM

with

optimization

KNN

with

optimization

Ensemble Baseline
Extended

naive

approach

KNN

without

optimization

Simple

naive

approach

Avg. rank 3.526 3.659 3.806 3.848 4.131 5.136 5.482 6.413

Table 4.4: Average ranks for each approach evaluated in stocking problem.

Calculation of statistical significance

We checked the differences between prediction errors for statistical significance using

statistical tests. First, a nonparametric Friedman test [59] was conducted, which is

used to compare the results of more than two algorithms with each other. This test

tests the null hypothesis that all algorithms are equal. After rejecting this hypothesis,

a post hoc analysis should be performed using the Nemenyi test [118]. The results

of this analysis can be clearly presented using Critical Difference diagrams, which

are abbreviated as CD-diagrams. This diagram shows groups of algorithms that

show statistically significant differences in the ranks determined by the Nemenyi

procedure. CD-diagrams are described in the paper [51]. The Friedman test compares

the average ranks of each algorithm. The null hypothesis is that all algorithms are

the same, which means that their ranks should be equal. The Friedman statistic is

calculated using the formula 4.3.

χ2F “
12N

kpk ` 1q

«

k
ÿ

j“1

R2j ´
kpk ` 1q2

4

ff

(4.3)

where N is the number of datasets tested (in our case, it is the number of subsets of

the test set, where each subset refers to one product, so N is the number of unique

products), k is the number of methods/algorithms tested, Rj is the average rank of
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1 2 3 4 5 6 7 8

LMM without opt.
LMM with opt.
KNN with opt.

Ensemble Baseline
Naive (extended)
KNN without opt.
Naive (simple)

CD

Figure 4.5: Critical Difference diagram for obtained results for each tested method

of forecasting for stocking products.

the j-th algorithm. Sometimes the statistic proposed by authors of [82], who found

Friedman’s statistic too conservative, is used.

In our study, the p-value (p-value) for Friedman’s test was smaller than 2.2e´ 16.

This value is less than 0.05 and for this reason the null hypothesis can be rejected,

and this means that there is a statistically significant difference between the methods.

In the next step, we wanted to see which of the tested algorithms are statistically

different from each other. For this reason, we drew CD diagrams. This diagram is a

form of visualization of the results of the Nemenyi test. When calculating the critical

difference value, the alpha value was set to 0.1. The CD diagram drawn for the tested

methods is presented in Figure 4.5.

In the upper left corner, the critical difference (CD) value is presented. In our

study, CD = 0.548. The average ranks for each method are marked on the axis. The

best methods are on the left side of the diagram. If the algorithm took an average

rank of 1, it would mean that in each subset (for each product) it obtained the best

MAE score. The bold lines in the CD diagram connect algorithms whose average

rank does not differ by more than the CD value, that is, it connects algorithms whose

results do not differ significantly.

In our study, it can be seen that the LMM method without optimization, LMM

with optimization, KNN with optimization and Ensemble approach were combined

into one group, then the LMM method with optimization, KNN with optimization,

Ensemble approach and the baseline were combined into another group of algorithms,

and the third group of methods are the extended naive method and KNN without

optimization. The CD diagram shows that there is a statistically significant difference

between the average ranks of the LMM method without optimization and our
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baseline, and the LMM method without optimization gives better results considering

all products.

A Wilcoxon test for pairs of observations was still performed to see if there was

a significant difference between the MAE obtained for each product for the LMM

method without optimization and baseline predictions. This test yielded a p-value =

0.05011. The Wilcoxon test does not show significant differences at the 0.05 level,

which is typical, but it does show significant differences at the 0.06 level.

To summarize, the research on how to divide category forecast into product-

specific forecasts was based on several proposed approaches: the naive approach in

two versions, LMM model with and without optimization, custom KNN model with

and without optimization, and Ensemble approach. The study was carried out for a

long horizon (29 weeks), which was intended to simulate the product ordering horizon

and thus correspond to the problem of stocking products. The best results were

obtained for LMM method without and with optimization, KNN with optimization

and Ensemble approach. The ranking of methods indicates that considering all

products, it is the LMM method without optimization that gives the best results.

Statistical tests indicate that there is a significant difference between the LMM

method without optimization and the baseline. The CD diagram indicates that such

a difference is at the 0.1 level, while the Wilcoxon test shows a significant difference,

but at the 0.06 level (p-value = 0.05011). Both versions of the naive method and

the KNN method without optimization perform significantly worse than the other

methods tested. It can suggest that in this problem naive method, that looks for

benchmark in data from one year before, is too simple and more advanced Machine

Learning methods should be incorporated to this problem.

In the research, we presented how those responsible for ordering products can

approach sales forecasting. They do not have to forecast sales of a particular product

(in a specific product type, color and size) right away. They can first prepare

forecasts for a category of products, which is a more manageable task, and then

divide the category forecast into forecasts for individual products using proposed

by us approaches. This removes the problem of entering unmeasurable product

characteristics, which can have very many values, into the training data. Features

such as color, size or product type may not always be part of the constellation of

attributes passed to the algorithm responsible for the forecast. This is especially

important in the fashion industry, where we encounter frequent product substitution

in the offerings and where there is a relatively short and specific product life cycle.
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related to demand forecasting

Short-term demand forecasting with history data using artificial intelligence methods

is an known task. It was many times discussed in a literature that concerned a specific

area of interest, e.g. water demand [121], electricity demand [132, 123], food sale

[156], retail sale [141, 147], transportation demand [18, 17], natural gas consumption

[109] and other. In this chapter only some range of the short-term forecasting for

product with history will be addressed. In this chapter, attention will be paid to the

issue of influence and how to use data from similar time series. We will be considered

the case of adding information from time series from other locations and from the

same location for which the main forecast is made.

In many real-life problems and in business scenarios we deal with many similar

time-series. For example, we have multiple shops where we sale the same product or

we have multiple locations for which we want to predict demand for water, energy or

other type of media. External factors may have similar effect on all of the locations

(e.g. national holiday may influence bigger sale of the specific products in all locations)

but it can also be observe that the effect is different only in some location but in in

other location it is negligible (e.g. outside temperature may influence energy demand

in household that use electric heating but it may be irrelevant in industrial plants

that use energy to operate round-the-clock machinery). With this in mind we may

want to identify similar time-series that could be used in order to enrich dataset that

will be used to create forecasting model. The natural choice in this case would be

using clustering methods in order to group time-series.

For forecasting purposes, clustering techniques are frequently employed. A k-means

clustering algorithm, decision trees, artificial neural networks, and support vector

machine techniques were all used in the paper [91]. For forecasting electricity load, the

authors of the paper [119] described using k-means clustering and an ARIMA model.

A hybrid sales forecasting system built on decision trees and clustering was presented
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in [151]. The paper [105], the author proposed time-series clustering based on common

principal component analysis that was inspired by K-Means clustering method. In

[7], clustering of time series data was extensively discussed. In this study, there were

five categories used to divide the clustering algorithms: Partitioning, Hierarchical,

Grid-based, Model-based, and Density-based. The authors of [116] used clustering

method on load time series in order to find group of residential electricity customers.

Predicting based on similarities was also mentioned in [143]. The authors applied the

fuzzy network of comparators (NoC) for the problem of ovulation date prediction.

In the paper [88] a benchmark study on time series clustering was performed using

UCR archive datasets. The study points out that tested clustering methods vary

significantly in accuracy depending on datasets.

Another problem is using multiple time-series from one location when predict-

ing value for the interesting aspect. Because these multiple time-series mostly are

dependent from each other, we deal with multivariate time series analyses. It can

help to uncover complex relationships and interactions between different variables.

Time-series forecasting for multivariate time series was presented in [165], where

different neural networks where tested. LSTM method and its variations were used

for multivariate time series forecasting in papers [108, 173, 106, 178]. The authors

of [171] proposed using graph neural networks. In the article [160], Prophet, VAR

(Vector Auto-Regression) and LSTM were tested in order to forecast the severity

of the drought over time using multiple time series. In this study the LSTM model

worked the best.

5.1 Incorporating data from similar locations

In the first part of research connecting with incorporating data from related and

similar time-series, the data from analogous locations where investigated. In this

section, the results described in the conference paper [71] in which I am a first author,

will be presented.

In these research we wanted to test different possibilities and impact of data

clustering in the process of demand forecasting. We looked at various methods for

including data from related datasets in the forecasting process and we grouped

the measures in multiple ways. Nine different versions of forecasting where tested,

where XGBoost algorithm and typical time series forecasting methods (ARIMA,

moving average) were used. For experiments, where XGBoost was used, each time
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series was changed to tabular dataset. The focus was put on clustering and grouping

similar datasets and locations, assuming that some of them should be similar in case

of demand characteristic. For example, in some datasets demand can be strongly

correlated with their previous values and in other datasets, we won’t see a similarly

strong connection with historical data. We assumed that adding information from

similar location about demand can enrich training data and thus improve the results

of the forecast. Now, all of nine version of experiments will be presented.

We carried out following experiments:

1. Univariate forecast – experiments “moving average”, “arima predictions”,

“Prophet” and “separate groups predictions”. In these experiments we tested

creating forecasting model based only on historical data from location un-

der consideration. No additional time-series where used. Results from these

experiments were our benchmarks.

2. Forecast after putting all datasets into one group – experiments “one group

– predict normalized sale” and “one group – add column with prediction”. In

these experiments, data from all locations were used in forecasting model.

All locations had to describe similar problem (e.g. all of theme where petrol

stations), but they were not grouped in any more detailed way.

3. Forecast based on similar records – experiment “regression knn”.

4. Forecast based on clustering time series – experiment “partitional cluster-

ing – predict normalized sale” and “partitional clustering – add column with

prediction”.

5. Forecast based on double clustering – experiment “double clustering”.

All of the experiments will be described in detail.

Method “moving average” (MovAvg) is a simple forecasting method based on

moving average. The window for these calculations depended on the requirements of

the problem and was adapted to the dataset under study.

Experiment “arima predictions” (ARIMA) was based on ARIMA method. In this

experiment, auto.arima function from the forecast R package was used. In this

case a size of a training set was also adapted to the problem under consideration.

Experiment “Prophet” was based on Prophet method. In the research presented

in [110], Prophet outperformed other tested methods in case of ability to handle the
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Model 2

Model X

... ...

Model 1

Data - location 1

Data - location 2

Data - location X

Figure 5.1: Schema of experiment “separate groups predictions”. In this experiment

only historical data from a location under consideration was used in order to create

forecasting model for the specific location.

influence of seasonal patterns and holiday effects, so it was hoped that also in this

case it will be useful.

In all of the three experiments – “moving average”, “arima predictions” and

“Prophet” – only the predicted value was taken into consideration.

In the experiment “separate groups predictions” (Sep.Preds) each dataset was

considered independently. A separate XGBoost model was trained for each dataset.

A model was trained only on historical data from the specific time series. The schema

of the experiment was presented in Figure 5.1.

Experiment “one group – predict normalized sale” (1G.PredNormSale) is the

experiment where each dataset in a first step was normalised. It means that values

of a decision attribute were normalised and all attributes created based on a sales

history were generated again using normalised values of sale. Then all records from

all datasets were connected into one dataset. The model was trained using XGBoost

method and then recalculated every specified period in order to detect a possible

change in trend. The model forecasted the normalised value of the sales. For each

recalculation predictions were made. Each prediction was then reversed from a

normalised value to the regular one. The schema for experiments “one group – predict

normalized sale” was presented in Figure 5.2.
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create

Create normalised dataset for each time series

Model 1

Connect datasets

predict normalised
decision value for all

datasets
reverse from

the normalised
value to the
regular one

Figure 5.2: Schema of experiment 1G.PredNormSale where historical data from all

locations is used.

Experiment “one group – add column with prediction” (1G.AddPred) is the ex-

periment where, as before, data from all datasets were normalised and combined

into one training set. A model that predicted the normalised decision value was

created. Then, for each dataset describing one location (to the train set and test set),

a column was added with the forecast from the model (forecast of the normalised

value). A separate XGBoost model was then created for each location (the decision

column was the actual decision value, without normalisation). The model was also

recalculated. The schema for experiments “one group – add column with prediction”

was presented in Figure 5.3.

Experiment “regression knn” (RegKNN ) used a typical k-NN regression method.

Firstly, all datasets were normalised and connected into one dataset. Then we found

an optimal number of neighbours for this dataset (parameter k for k-NN algorithm) –

repeated cross-validation was used on records from 2017-01-01 to 2018-12-31 in order

to do this. In the next step, we performed k-nearest neighbour regression that was

recalculated every fixed period of time depending on the data under study. Then,

predicted normalised values were reversed to the regular decision values. k-NN does

not work with missing data so in training datasets only rows with no missing values

were used. In a test set, missing values were imputed using the last observed value.

The schema of the experiment is presented in Figure 5.4.
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create

Create normalised dataset for each time series

Model 1

Connect datasets

pred pred

Model 2 Model 3

Add prediction of normalised decision value as a new column

Create separate model for each dataset

pred

Model 4

Figure 5.3: Schema of experiment 1G.AddPred where historical data from all

locations is used.

create

Create normalised dataset for each time series

Connect datasets

find optimal
number of

neighbours (k)

Model

(k-nearest
neighbour
regression)


predict normalised
sale for datasets  

reverse from the
normalised value to

the regular one

Figure 5.4: Schema of experiment RegKNN where historical data from all locations

are used.
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In the experiment “partitional clustering – predict normalized sale” (PC.PredNormSale)

the datasets were grouped by the nature of their normalised time series describing

decision value. The dtwclust R package and the partitional clustering algorithm were

used for clustering. Within each group, all examples from the datasets comprising

the group were combined. An XGBoost model that predicted the normalised sales

value was created for each group. The final prediction was made based on these

models - the output was a normalised forecast, which then had to be inverted to a

regular value. For example, assume that we have five datasets describing demand in

different locations - datasets a, b, c, d, e. In the first step of the experiment, each

dataset was normalised and the value of the decision attribute was normalised. Then

only time series (not any additional created attributes) were compared and grouped

using dtwclust package - assume that datasets a and c were classified to group X

and datasets b, d, e were classified to group Y. Then 2 models were created - the

first model that was trained on connected datasets a and c (group X ) and a second

model that was trained on connected datasets b, d, e (group Y ). Then predictions

were made based on an appropriate model for each data set - predictions from a test

set from dataset a were made based on a model trained for group X, predictions

from the test set from dataset b was made based on a model trained for group Y etc.

Experiment “partitional clustering – add column with prediction” (PC.AddPred) –

as before, data from all time series were normalised and grouped by the nature of

the sales time series. Within each group, a training set was created and a model

was trained that predicted the normalised decision value. Then, for each datasets

belonging to this group (to the train and test set), a column was added with the

forecasts from this model (forecast of normalised decision value). A separate model

was then created for each dataset (the decision column was the actual decision value,

without normalisation). Showing it on the example: again, suppose that datasets

a and c were classified to group X and datasets b, d, e were classified to group Y

based on their time seires characteristics. Then models were trained for group X

and group Y - these models predicted the normalised value of the sales. Then for

each non-normalised datasets (a, b, c, d, e before normalisation) new column with

the prediction of normalised sale was added. So for the non-normalised dataset a,

column with predictions from a model created for group X was added. Then for each

non-normalised dataset a, b, c, d, e separate XGBoost model was trained.

The schema for experiments “partitional clustering – predict normalized sale” and

“partitional clustering – add column with prediction” was presented in Figure 5.5.
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Experiment
PC.PredNormSale Experiment PC.AddPred

Use these datasets to create model

 that predicts normalised decision value

Model 1

pred pred

Model 2 Model 3

Partitional clustering - finding similar time series

Create
normalised

dataset for each
time series

Add prediction of
normalised sale as a new

column

Create separate model for
each dataset

predict normalised
value for datasets  

reverse from the
normalised value to

the regular one
predict value for

dataset
predict value for

dataset

Figure 5.5: Schema of experiments PC.PredNormSale and PC.AddPred using

partitional clustering of time series.
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In experiment “double clustering” (2Clust) data from all time series were also

normalised and grouped by the characteristic of the time series. Then for each group,

a new logical column was added to each normalised dataset. For example, if two

groups were created, two new columns would be added to each dataset. The columns

indicated whether the row belongs to the group represented by the column. At this

point, all records from one dataset would have the same values in these columns – if

the dataset was classified to group number 2 then in the second column all records

would have a value “1”, and in the first column all records would have a value “0”.

Clustering based on time series and adding columns with information about groups

was the first clustering in this experiment. Then all datasets were combined into one

dataset. Then an optimal number of clusters for algorithm k-means was calculated

and then k-means clustering was performed on the created dataset. This was the

second clustering in this experiment. Then for each cluster obtained from k-means,

the XGBoost model was created.

The exceptions were observations that had some missing value. The k-means

algorithm does not handle missing values, so some method of data imputation could

be used. Here, however, a different approach was proposed – all observations that

had a full set of data were grouped by the k-means algorithm and The remaining

observations were treated as a separate group. For this separate group the XGBoost

model was trained on all the data and it was used when predicting LPG usage for

observations with missing data from the test dataset.

It is worth mentioning, that the rows from one dataset could be added to the

different clusters from k-means clustering. It means that rows classified into one

k-means cluster could have different values in columns representing results from time

series clustering. The schema of this experiment is presented in Figure 5.6.

In clustering procedures always normalised decision value and normalised datasets

were used.

5.1.1 Datasets used in experiments

The described experiments were performed on datasets from two real-life problems.

One group of datsets described sale of fuels on multiple petrol stations. The second

group of datasets described usage of liquefied petroleum gas (LPG) in tanks. These

two groups of datasets have similar problem – unlike the data that were used in

chapters 3 and 4, these datasets did not contain so many additional conditional
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gr1 gr2
1 0
1 0

gr1 gr2
0 1
0 1

gr1 gr2
0 1
0 1

Model 1

Partitional clustering - finding similar time series

Adding columns
indicating groups
from partitional

clustering

predict normalised decision
value for datasets  

reverse from the
normalised value to the

regular one

1 0
1 0
0 1
0 1
0 1
0 1

Combining
datasets

gr1 gr2

k-means
clustering 

(e.g. k=2)

1 0
0 1
0 1
0 1

gr1 gr2

1 0
0 1

gr1 gr2

Model 2

predict normalised decision
value for datasets  

reverse from the
normalised value to the

regular one

Figure 5.6: Schema of experiments 2Clust with two clustering methods
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attributes. The datasets contained data descibing decision value, timestamp of the

observation and a few conditional attributes. The idea of clustering data from different

time series from different locations and using in to train a forecasting model was to

enrich simple historical data by additional data. Now the two used groups of datasets

will be described and a data preparation process will be presented.

Fuel sales on petrol stations

The datasets were presented in conference paper [71]. We used data from 25 petrol

stations located in different part of Poland. All of the petrol stations belonged to one

international network of petrol stations. The sale of two most common fuels were

taken into account: Gasoline and Diesel. We conducted experiments for 2 fuel kinds

at 25 petrol stations, which resulted in 50 tabular datasets that represented the time

series of fuels sales. The datasets covered a three-year span from January 2017 to

the end of December 2019.

As it was mentioned before, the dataset beside the data describing fuels sale time

series, did not contain many additional conditional attributes. In this case only fuel

temperature was provided. The raw data derived from stations contained 5 columns:

� meter - ID of a fuel tank.

� start time - Start of a considered period of time; timestamp from which fuel

sale in a given period is counted.

� end time - End of a considered period of time; timestamp to which fuel sale in

a given period is counted.

� sales - Total fuel sales (in litres) in a given period of time.

� temp - Fuel temperature.

In the first step of the data preparation process, we decided to prepare datasets in

a way that they will contain equal periods of time. Most of the periods (end time -

start time) last for about 15 minutes, but the periods were not exactly equal. The

median time of periods (n = 5,062,511) was equal to 15.27 minutes, the mean value

of periods was 16.11 minutes ˘ 10.42 minutes. The datasets also contained missing

periods, i.e. the end time and the following row start time were not always equal.

Since the experts informed us that predicting for a period of four hours is an

acceptable method because it can be used for demand planning, we made the decision
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... period tn period tn+1 ... period tn+x-1 period tn+x ...

... Interval 4h ...

2017-05-06 04:00:00 2017-05-06 08:00:00

60% of period tn 25% of period tn+x

Figure 5.7: Calculate sale value for new intervals in datasets describing fuel sales.

to aggregate sales into four-hour intervals. Forecasting sale for every 15 minutes does

not have big practical usage. The sales value for a new interval was calculated as the

sum of the sales from all periods that were entirely contained within a given 4-hour

interval. To this was added the proportional value of sales from periods that only

partially fell within the interval. It is presented in Figure 5.7.

Basic statistics of sales from all of 50 datasets are presented in figure 5.8. They

were calculated after creating modified datasets and cleaning the data. The minimum

value was not presented because it is equal to 0 in each dataset.

Then, new conditional attributes were created. It was a crucial step because in our

experiments we wanted to consider not only typical time series forecasting methods

but also method used mostly for tabular datasets. We decided to prepare attributes

that could be divided into two categories:

� attributes based on time column and

� attributes based on previous values of sales.

The list of proposed time attributes created based on end time column is as follow:

� basic attributes from time column: year number, quarter number, month

number, day number, number of a day in the year, week number, hour, weekday,

season, logical attribute describing the weekend;

� logical attributes describing the school holidays: information on whether any

school holidays are in progress, information on whether summer holidays are in

progress, information on whether winter holidays are in progress, information

on whether spring holidays are in progress, information on whether Christmas

brake is in progress;

120



5 Incorporating additional time series related to demand forecasting

0

2000

4000

6000

maximum value mean value median value

S
al

e 
(li

te
rs

)

Statistics of fuel sale for different datasets

Figure 5.8: A mean, median and maximum value of sales from datasets with 4-hour

intervals.

� logical attributes describing the public holidays: information on whether any

public holiday is in progress, information about New Year’s Day, Easter, Easter

Monday, All Saint’s Day, All Souls Day, Christmas Eve, Christmas, New Year’s

Eve;

� cyclical attributes created based on basic attributes from time column - the

problem of creating these attributes are described in detail in [24].

� numerical attributes describing a number of days before public holidays (any

public holiday, Christmas and Easter) – these attributes have value from a

range [0;7].

All considered petrol stations are located in Poland and because of this attributes

for public and school holidays were prepared based on polish holidays.

Using forecasting methods typical for tabular datasets has some limitations and

problems comparing with time series methods. In a tabular dataset, each row describes

one measurement and they are not chronologically connected with each other. In a

simple tabular dataset, we lose information about time series. Because of this, we

proposed adding attributes describing the history of fuel sales:
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� fuel sales observed in previous intervals – from one interval before to six intervals

before;

� mean value from x previous intervals (x = (6, 12, 18, 24, 30, 36, 42));

� median value from x previous intervals (x = (6, 12, 18, 24, 30, 36, 42));

� fuel sales observed in previous days in the same hours as a considered measure-

ment - from 2 days before to 7 days before;

� mean value from x previous days in the same hours as a considered measurement

(x = (7, 10, 14, 21));

� fuel sales observed x weeks before and in the same hours as a considered

measurement (x = (2, 3, 4));

� mean value from x previous weeks and in the same hours as a considered

measurement (x = (2, 4, 6, 8));

� attributes describing trend: a preceding interval sales value compared with

previous values, a preceding interval sales value compared with mean values

from previous intervals, mean values of preceding intervals compared with

previous mean values;

The example will be presented in order to better explain creating these attributes.

Suppose we want to create attributes for the period where end time= ’2019-02-22

08:00:00’ (Friday). Some attributes would be as follows:

� fuel sales observed in previous intervals – these attributes would describe

sales from intervals ’2019-02-22 04:00:00’, ’2019-02-22 00:00:00’, ..., ’2019-02-21

08:00:00’;

� mean value from 6 previous intervals - this attribute would be a mean value of

sales from intervals ’2019-02-22 04:00:00’, ’2019-02-22 00:00:00’, ..., ’2019-02-21

08:00:00’;

� fuel sales observed 5 days before in the same hours as a considered measurement

– this attribute would describe sale from interval ’2019-02-17 08:00:00’;
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� mean value from 7 previous days in the same hours as a considered measurement

– this attribute would be a mean value of sale from intervals ’2019-02-21 08:00:00’,

’2019-02-20 08:00:00’, ... , ’2019-02-15 08:00:00’;

� fuel sale observed 2 weeks before in the same hours as a considered measurement

– this attribute would describe sale from interval ’2019-02-08 08:00:00’;

� mean value from 2 previous weeks in the same hours as considered measurement

– this attribute would be a mean value of sale from intervals ’2019-02-15 08:00:00’

and ’2019-02-08 08:00:00’.

Not all rows from prepared datasetd might be used in the experiments because

some of them could have missing values of sales. Also, not all columns were used

when training the model. For example columns id meter, start time, end time were

not used.

When training a predictive model using XGBoost, the first model was trained

on data from 2017-01-01 to 2018-12-31, and then the model was re-trained every 7

days of data. Testing of a given model was done on data that fell between model

recalculations.

LPG usage

The datasets describing LPG usage were connected with research descibed in [100].

In the paper, we presented a decision support system (DSS) dedicated to support

the LPG supply process by predicting the LPG demand.

We were working on data from 19 tanks. The datasets were obtained from measuring

system installed in tanks in which LPG is stored. This system inform what is a gas

level in a tank and based on the lowering of the gas level consumption is calculated.

Figure 5.9 presents an example plot of LPG level measurements for over a year.

The chart in Figure 5.9 shows a significant and immediate increase in gas level as a

result of tank refuelling. Gas consumption is calculated as the difference between the

gas level on a given day and the day prior, which yields a highly negative consumption

value that ought to be set to zero. Negative consumption but of small value can also

result from the change in gas volume due to temperature changes. This phenomena

is visible in Fig. 5.9 between months 7 and 10 as very little increase of the gas level.

In such case, gas consumption value is also set to zero. The gauge’s low sensitivity

may also be a problem that can cause incoherent data. This is especially possible for
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Figure 5.9: Measurements of the LPG level over time are shown as a percentage of

the tank’s capacity over the course of the year’s calendar months.

small households with minimal gas usage. In order to fix this problem averaging the

gas consumption values with use of a sliding window was done.

In addition to gas consumption data, which must be pre-processed in an appropriate

manner, weather data, specifically weather forecasts, were also used for further

research. Weather forecasts had to be used because when forecasting consumption,

there is no way to base it on the real temperatures that will be in the future.

For this reason, weather forecast data rather than actual weather data should be

used to train forecast models. However, because forecasts for the short horizon are

usually quite accurate, weather data can be used as an approximation in the training

model. Such historical data is also more accessible than historical weather forecasts.

The temperature values were used in predictive model because for some locations,

especially households that use LPG for heating, the consumption is lower when the

temperature outside is higher. It is visible also in Figure 5.9.

After the phase of data pre-processing, we could prepare data for machine learning

task. Each tank was a separate dataset. Each row corresponds to one observation for

one day. Then new attributes were created. We decided to prepare attributes that

could be divided into three categories:

� attributes based on time column,

� attributes based on previous values of LPG consumption and
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� attributes based on temperature

The used attributes were as follow:

� end time – end time of an observation (the timestamp).

� month – column with a number of the month of the observation.

� day month – a day of the month of the current observation.

� day week – a day of the week of the current observation. 1 corresponds to

Monday, 7 corresponds to Sunday.

� mean X days, where X is 3, 5 or 7 – these columns stores mean usage for 3, 5,

7 previous days.

� change cons 3 5 – change in mean usage for three and five days.

� change cons 3 7 – change in mean usage for three and seven days.

� max temp – maximum temperature during the day.

� min temp – minimum temperature during the day.

� mean temp – mean temperature during the day.

� median temp – a median of temperatures during the day.

� range temp – range between maximum and minimum temperature during the

day.

� diff cons now X day, where X is a number from 1 to 10 – a difference between

consumption for the day of observation and consumption one day before, 2

days before, ..., 10 days before.

� diff max temp now X day, where X is a number from 1 to 10 – a difference

between the maximum temperature for the day of the observation and maximum

temperature for one day before, 2 days before, ..., 10 days before.

� diff min temp now X day, where X is a number from 1 to 10 – a difference

between the minimum temperature for the day of the observation and minimum

temperature for one day before, 2 days before, ..., 10 days before.
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� diff mean temp now X day, where X is a number from 1 to 10 – a difference

between mean temperature for the day of observation and mean temperature

for one day before, 2 days before, ..., 10 days before.

� decision attribute X, where X is a number from 1 to 7 – these columns store

values of decision attributes for the future 7 days. Therefore, decision attribute 1

contains the value for the first day after observation, decision attribute 7 - for

the 7th day. In the experiments with clustering data, the decision attribute for

the next day (decision attribute 1 ) was used.

The date range of historical data varied for each tank. For the tank with the

oldest history, the data is from 2015-03-22 to 2018-08-26. The tank with the latest

history had data from 2016-05-28 to 2018-09-24 When training a predictive model

using XGBoost, the first model for LPG consumption was trained on data up to

2017-01-01, and then the model was re-trained every 30 days of data. Testing of a

given model was done on data that fell between model recalculations.

5.1.2 Results

Firstly, results for fuels sales are discussed. The errors metrics for each experiment

were presented in the table 5.1. The table presents the standard error metrics: Root

Mean Square Error (RMSE), Mean Absolute Error (MAE) and Weighted Mean

Absolute Percentage Error (WMAPE). RMSE, MAE and WMAPE were described in

chapter 3. The results presented in the table 5.1 show that the best solution among

the tested approaches is for experiment 1G.PredNormSale.

Additionally, mistakes made by each model was related to real-life context. In

order to do this. the absolute errors of predictions were compared with the greatest

value of sale from a test dataset for each dataset and experiment. The calculation

of this error can be presented as follows |pred´real|
maxReal

¨ 100, where pred is the predicted

value, real is the actual value and maxReal is the maximum value of the actual sales

in the test set. Then, for each experiment, the average for each set was calculated

and then the average values from all datasets were obtained. The average real-world

prediction errors are given in table 5.2. This error allows us to understand the scale of

the error we are dealing with and allows us to answer the question of how significant

these errors are in a relation to the domain. Here, the 1G.PredNormSale approach

was also the best one.
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Table 5.1: Error metrics for the experiments about incorporating additional time

series and clustering of data from different time series conducted on fuel sales data.

Experiment RMSE MAE WMAPE

1G.PredNormSale 347.83 207.22 0.33

PC.PredNormSale 348.31 208.07 0.33

2Clust 353.70 212.21 0.33

Sep.Preds 365.10 222.45 0.36

1G.AddPred 369.58 224.47 0.36

PC.AddPred 383.38 228.98 0.36

Prophet 384.50 249.85 0.40

RegKNN 413.61 262.83 0.42

ARIMA 455.42 301.97 0.48

MovAvg 596.98 445.87 0.69

Table 5.2: Relative errors for the experiments for datasets describing fuel sales.

mean relative error [%]

1G.PredNormSale 6.59

PC.PredNormSale 6.64

2Clust 6.75

Sep.Preds 7.11

1G.AddPred 7.16

PC.AddPred 7.28

Prophet 7.87

RegKNN 8.38

ARIMA 9.74

MovAvg 14.79
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For the reason that many approaches (methods) are tested on multiple data sets,

the results for Friedman test and Iman Davenport’s correction of Friedman’s rank

sum test were obtained. Then, post-hoc analysis – the Nemenyi test – was used.

For the reason that Nemenyi test is considered very conservative, then additionally

Wilcoxon test with p-value correction for multiple comparisons was carried out. The

correction used was Shaffer’s (static) procedure, as in [62].

The Friedman rank sum test and Iman Davenport’s correction of Friedman’s rank

sum test both obtained a p-value of less than 0.0001. Because the null hypotesis that

all tested methods are the same could be rejected (p-value is less than α “ 0.05),

the post-hoc analysis was performed. The results of Nemenyi test are presented by

CD diagram in Figure 5.10. This CD diagram was created for significance level

of 0.05. It can be observed that the best approach is 1G.PredNormSale, however

Nemenyi test indicates that there is no significant difference between this approach

and PC.PredNormSale or experiment with double clustering. It is interesting to

observe that method using only data from a specific petrol stations was not included

in the best group of analysed methods. Another interesting aspect is that method

typical for time series (ARIMA, moving average and Prophet) were included in group

of approaches with the worst results.

The p-values of post-hoc Wilcoxon tests with correction was presented in Figure

5.11. Wilcoxon test is performed for each pair of competing experiments. In each

case the p-value of Wilcoxon test is lower than 0.05, so it indicates that each pair of

compared methods is significantly different from each other. Considering the given

result, it can be concluded that the method 1G.PredNormSale is the best on tested

group of datasets and is significantly different from the other approaches considered.

The results for LPG datasets were analysed in the same way. The Table 5.3 presents

the error metrics calculated for each tested method. It can be observed that a similar

set of methods is at the forefront of a given comparison as was the case for the results

for the prediction of fuel sales (Table 5.1). The relative errors for predictions of LPG

usage is presented in Table 5.4. We can see that also here the best method is double

clustering approach.

The statistical tests used for comparing many approaches on multiple data sets

were also performed on results of LPG usage predictions. The Friedman rank sum

test and Iman Davenport’s correction of Friedman’s rank sum test both obtained

a p-value of less than 0.0001. This denotes that there is at least one approach that

performs differently than the rest and so the post-hoc test can be performed. The
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Figure 5.10: CD diagram for comparing proposed approaches for forecasting fuels

sales.

Table 5.3: Error metrics for the experiments about incorporating additional time

series and clustering of data from different time series conducted on LPG data.

Experiment RMSE MAE WMAPE

2Clust 133.07 52.12 0.57

1G.PredNormSale 133.02 52.27 0.58

PC.PredNormSale 133.21 52.43 0.58

ARIMA 129.42 54.83 0.62

MovAvg 131.60 59.00 0.66

RegKNN 139.94 62.90 0.69

Prophet 138.87 63.27 0.70

Sep.Preds 178.06 63.98 0.77

1G.AddPred 175.78 65.99 0.80

PC.AddPred 178.82 66.54 0.83
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Figure 5.11: P-values of Wilcoxon test with p-value correction for pairs of tested

methods for MAE results obtained for fuel sales predictions.
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Table 5.4: Relative errors for the experiments for datasets describing LPG usage.

mean relative error [%]

2Clust 4.12

PC.PredNormSale 4.14

1G.PredNormSale 4.16

ARIMA 4.17

MovAvg 4.55

Sep.Preds 4.88

Prophet 4.88

PC.AddPred 5.01

1G.AddPred 5.05

RegKNN 5.13

results of Nemenyi test are presented on CD diagram in Figure 5.12. The table shows

that Nemenyi test also in this case created groups of methods for which no significant

differences were found. In this case also for the Nemenyi test it is impossible to

point out a unanimous best method. The Wilcoxon test with p-value correction

was performed for LPG usage prediction results. The p-value of Wilcoxon tests are

presented in Figure 5.13. Unlike the results obtained for the Wilcoxon test for the

prediction of fuel sales, in this case test indicated that we could not reject the null

hypothesis, so we can’t say that tested methods are significantly different from each

other. For example, the method 2Clust has p-value bigger than 0.05 for Wilcoxon test

performed on this method and 1G.PredNormSale, ARIMA and PC.PredNormSale.

The same group of algorithms were combined in one group in Nemenyi test. Given

the statistical test results obtained, no single best method can be distinguished for

LPG consumption forecasting. However, it is possible to distinguish a subgroup of

algorithms with the best prediction results. These are: 2Clust, 1G.PredNormSale,

ARIMA and PC.PredNormSale.

Taking into account CD diagrams for comparing proposed methods for predicting

fuel sales (Figure 5.10) and LPG usage (Figure 5.12) and analysing the results of

Wilcoxon tests (Figures 5.11 and 5.13) it can be concluded that for both cases studied,

the best results were always obtained for methods that used data from other locations.

In both cases, the best approaches included approaches 2Clust, 1G.PredNormSale and

PC.PredNormSale. For LPG usage predictions also ARIMA performed significantly
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Figure 5.12: CD diagram for comparing proposed approaches for forecasting LPG

demand.

well. The best group of algorithms never included a method that used the XGBoost

model built only on data from the single location under study.

Considering the given results, it can be concluded that for the cases studied, the

introduction of data on a similar problem from other locations significantly improved

the prediction results and the given approach may be worth to be applied in similar

situations.

5.2 Using data from the same location

Another issue similar to the problem of incorporating data from similar location,

is incorporating data from the same location. In this section, the focus will be on

adding data from different time series that can be measured in the same location as a

predicted time series in order to obtain better forecasts. These issue will be illustrated

on the example of forecasting energy consumption in households. The presented

research carried out in the context of a project that deals with the development of

a digital twin model of a building. Firstly, the problem statement and a research

background will be outlined.

Over recent years, the electric energy consumption profile in residential buildings

in Poland has experienced more significant changes than in the past several decades
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Figure 5.13: P-values of Wilcoxon test with p-value correction for pairs of tested

methods for MAE results obtained for LPG demand predictions.
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[182]. The most substantial changes have occurred during the epidemic period and

the shift to remote work [46]. Factors like the electrification of heating systems (e.g.,

heat pumps, air conditioning) [86] and social behavior changes (remote work, longer

working days) [10] have significantly impacted the daily electricity demand profile.

Electricity demand forecasting is conducted at the power system level [126] by

various stakeholders, including transmission system operators (TSOs), DSM/DSR

service aggregators, energy sellers and distributors, local government units [124], and

large industries [164]. For individual customers in residential buildings, an annual

energy consumption forecast is typically sufficient for selecting the appropriate tariff.

Because of this, there hasn’t been a need for daily electric energy demand forecasting.

However, we can observe the grow of instalations with micro photovoltaic sources

in buildings and it is altering the settlement methods for energy fed into the grid

from these sources, often making it less advantageous for prosumers (e.g., selling

energy at market price). In Poland, the sale of surplus energy from micro photovoltaic

sources began in 2022 [1]. As a result, it becomes more cost-effective to use the

energy directly in the building or store it in batteries, necessitating daily energy

consumption forecasting in buildings.

Forecasting daily electricity demand may also aid in energy consumption reduction

strategies and the planning of energy storage utilization. Moreover, it enables the

estimation of energy consumption for devices with the highest consumption rates and

informs users about their usage. This information is crucial for planning daily energy

consumption by individual devices (based on intelligent recommendation systems)

in the context of balancing energy with photovoltaics. Optimizing energy usage to

be directly consumed in the building, along with solutions that empower smaller

prosumers in selling their products [114], can maximize the benefits for prosumers

and encourage others to install micro photovoltaic sources.

The research presented in this section are connected with the development of

a building model in the digital twin convention [95]. The first part of the project

consisted on creating monitoring system of energy consumption in selected buildings.

In order to do this, the meters where added to almost all electrical devices. This

provided a complete overview of how electricity is used in the building. The schema

of the digital-twin model is presented in the figure 5.14. The data about energy usage

from different devices were monitored and stored in the databases.
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Figure 5.14: Schema of the digital-twin model of a building.

A digital-twin model’s ability to continuously analyse data and change daily

electricity use in accordance with that analysis is one of its most important features.

This feature is especially useful for models that want to reduce electricity use,

match solar sources with energy demand, or make use of electricity storage. In these

situations, the model can assist in managing how the gadgets in a building operate

(by, for example, making recommendations to users). As a result, the module for

predicting electric energy demand is crucial to the digital twin paradigm. This is

crucial in modern buildings when heating and lighting are provided by electricity,

the most cost-effective energy source. By analyzing measured energy consumption

data (both current and historical), we conducted prediction studies for electricity

demand in a building over the next 24 hours.

The proposed solution was tailored for individual customers, such as households

and small service facilities. As a result, it was crucial to create an affordable system,

ensuring that installation and operational costs would not exceed potential economic

benefits. In this context, costs are mainly associated with the acquisition of measure-

ment and control infrastructure. The proposed solution operates on a limited amount

of data—derived from electricity meters, weather forecasts, and calendars. It is worth

noting that measuring energy consumption for nearly every device in a residential

building is unnecessary, as approximately 20% of devices account for about 80%

of electricity consumption. These typically include high-energy-consuming devices,
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such as heat pumps, electric cookers, washing machines, and refrigerators, which are

common across buildings. Thus, measurements should focus on these energy-intensive

devices. Another consideration is the energy consumption of measuring systems.

Each measuring point consumes around 0.5-1 W, and for 100 devices, this increases

annual energy consumption by approximately 400 kWh.

Here we will focus on the module of the digital twin model which is responsible for

the electric energy demand prediction. The goal was to obtain less than 25% error

of energy consumption prediction. The proposition of approach for forecasting the

energy consumption in residential buildings for the next 24 hours will be presented

and the usefulness of monitoring the energy consumption of selected household

appliances in order to improve the quality of forecasts will be also discussed. The

research was presented also in [75]. The problem of energy consumption forecasting

was discussed in literature, which will be now presented.

Energy usage can be represented as a time series. Authors of [130] present a

literature survey on using ARIMA models for energy demand forecasting, while

ARIMA has been utilized in [54, 166]. More advanced methods, such as regression

analysis, decision trees, and neural networks, are explored in [155], demonstrating

the potential of decision tree and neural network models as alternatives to stepwise

regression. Linear regression and multiple linear regression models have been employed

for energy consumption forecasting in [23, 41, 77].

In [30], a Bayesian model is created through expert analysis of various factors,

including socio-demographic factors, instead of using machine learning or artificial

intelligence models. Other approaches, such as agent-based models in [142] and

bottom-up methods in [136], have been proposed to model energy consumption

profiles but do not focus on time series forecasting models.

In [19], a review of home energy management systems (HEMS) modeling indicates

that modeling energy usage for each device is a significant barrier, leading many

studies to simplify the problem and use groups of devices instead. This issue could

be addressed by incorporating up-to-date data for each device.

Authors of the paper [13] present a regression and statistical technique for predicting

energy usage across different building types, focusing on weather conditions as

explanatory variables without considering individual device energy consumption.

Long Short-Term Memory (LSTM) deep learning models are popular for energy

demand forecasting, with various LSTM architectures explored in [113, 96, 26].
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Hybrid approaches combining LSTM with other neural network models are also

common, as demonstrated in [8, 27, 174].

Alternative neural networks, such as Elman neural networks combined with K-

medoids algorithms, have been proposed for prosumer forecasting models in [97].

In [34], a deep learning model based on multi-headed attention and convolutional

recurrent neural networks is proposed for residential energy consumption forecasting.

However, the dataset used may already be outdated due to changes in energy

consumption characteristics, especially after the COVID-19 pandemic altered habits

like remote work and longer working days.

Reviews of forecasting in energy storage applications [139] and time series forecast-

ing techniques for building energy consumption [50] emphasize the potential of new

AI algorithms and the importance of explainable AI. The Prophet algorithm, used

for long-term peak load forecasting in power plants [11] and short-term forecasting

for renewable energy sources [159, 68], has not yet been applied to residential energy

demand forecasting.

Much of the literature on energy demand forecasting focuses on industries or

commercial and educational buildings, with only 19% of studies concentrating on

residential buildings [12]. Given that residential buildings represent 21% of total

energy consumption in the US, there is a need for more research on predicting energy

consumption in residential homes.

Considering related works, our research included some unique properties. As it

was mentioned in [19], many studies of forecasting energy consumption simplify the

problem due to lack of data about energy consumption of devices in the location.

In our study we used the idea of digital-twin model and thanks to this we were

able to use enhanced information about energy consumption. These data, with

information about whole energy consumption of the location and the weather data,

were used in forecasting approaches. As far as we know, this approach is unique

in comparison with other work. However, having in mind that monitoring each

device may cause a significant increase in electricity consumption, we used only

data from selected numbers of household equipment. Additionally, we proposed a

methodology for explaining the model in the interpretable way. As it was mentioned

in [12], a lot of data-driven prediction models are black-box models, so they provide

limited understanding of the situations, when the model makes a mistake. Then, the

explanatory methodology was used in order to limit the number of monitored devices.

In the research, we used different forecasting methods: naive and linear regression,
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highly used LSTM networks (used in [96], [26]) but also Prophet method [2] that,

to the best of our knowledge, was not described in the literature in the context of

forecasting energy demand in the buildings before our paper [75].

This section considers the case of forecasting total electricity consumption using

additional time series that make up the given value (we use time series of energy

consumption of individual household appliances). However, it is worth noting that the

given approach is not limited to this issue. For example, the total sales of products

in a given category could be predicted using data from a time series describing total

sales and data from the time series of sales of a few of the most popular products,

without using detailed information about the sales of sporadically purchased products.

This example is not ideal, however, because for forecasts used to supply stores, we are

more concerned with forecasts of individual products, not the entire category. This

was described in the chapter 4. Another example would be a data centre that needs

to forecast what the demand for their resources will be. The data centre serves many

users, some of whom are regular customers who have many of their own services

running on the servers. Other users are less important, i.e., they use resources to

a small extent, for short periods of time or frequently suspend their services. In a

total resource demand forecast, one could try to use data from a time series of total

resource consumption, but also information on resource consumption by all clients

or only selected, most relevant clients. Using data only for selected customers and

not all of them (of which there may be thousands) will affect the speed of training

the prediction model.

5.2.1 Used datasets

In our study, we examined data from seven different locations, equipping devices

with energy consumption meters at each site. Energy consumption for the entire

location was also monitored. Information about energy usage was saved in a database

every few seconds, stored in InfluxDB, and visualized in the Grafana environment.

Due to errors in the data collection meters, the studies focused on five different

locations, which we refer to as A, B, C, D, and E. The characteristics of these

locations are as follows:

� Location A: An apartment in a block of flats, housing a family of three (2

adults and 1 child).

� Location B: An apartment in a block of flats, occupied by two adults.
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� Location C: A modern detached house, approximately 120 m2 with electric

heating, housing a family of three (2 adults and 1 child).

� Location D: A detached house, approximately 140 m2, housing a family of four

(2 adults and 2 children).

� Location E: A commercial property (office).

Four of the locations are residential buildings, and one is a commercial property.

All buildings are located in the Silesian voivodeship. The collected datasets cover

the period from March 1, 2021, to October 28, 2021. However, due to missing mea-

surements and data errors, particularly from the first few months of data collection,

the specific periods of data considered vary for each location.

In [75] only results from location A, B, C, D were presented because the paper

focused on forecasting energy demand in households. Here, also result for one

commercial property (location E) will be presented.

The digital-twin model was tailored for specific locations, meaning that for locations

C and D, it was created for the entire building, while for locations A and B, it was

designed only for specific apartments (not the entire building) and in location E –

only to specific office. However, to simplify the terminology, we will continue to use

the term “digital-twin of the building” regardless of whether it was created for a

house or an apartment. Furthermore, energy consumption predictions were carried

out separately for each location. For locations C and D, the goal was to predict the

energy demand for the entire building, for locations A and B the aim was to predict

the energy demand for the individual apartment and for location E we wanted to

predict the consumption for the specific office.

The summary of a type of location and characteristic of observed daily energy

consumption can be found in table 5.5. As it can be seen, energy consumption is

higher for houses than for flats.

Data preparation

Energy consumption data were consolidated into hourly intervals for each location.

By using Grafana for data aggregation, energy consumption information was stored

in an incremental format. This approach allowed us to impute missing data since we

had the value before the data gap and the incremented value after the gap. Based on

this information, we were able to determine the amount of energy used during the
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Table 5.5: Summary of location characteristics. The type of location, minimum,

mean, median and maximum value of observed daily energy consumption is

presented for each of them.

Location Type Min. energy [kWh] Mean energy [kWh] Max. energy [kWh]

A Flat 2.14 6.64 13.89

B Flat 1.34 3.66 10.44

C House 3.92 17.19 29.68

D House 6.68 14.65 34.62

E Office 2.69 4.97 8.14

missing period. Missing data were imputed using linear interpolation, and we also

documented which hourly consumptions were imputed and which were the actual

values from the database.

Next, the historical data about weather were added. This data was used because

it was assumed that if a building is heated with electricity or has air conditioning

in it, the weather will affect energy consumption. We used the information about

the temperature that was measured in each hour and the percentage value of the

overcast. The historical weather data were the same for all locations because all of

them were located close to each other.

The data had to be aggregated into the daily periods because the goal of our

research was to forecast energy consumption for the following day. We computed

new attributes detailing the lowest, maximal, and mean temperatures and overcast

values for each day, as well as the proportion of imputed values for each day. We

then totaled up the energy consumption for each day. The days for which there were

less than 24 hourly observations (mostly the first and the last day from the whole

dataset) were removed from the datasets.

In the figure 5.2.2 we present the decomposed energy consumption time-series

for each location. We present the trend and weekly seasonality components of the

time-series. We can observe that the characteristic for each location, especially in

terms of weekly seasonality, is different for each location. In the office (location E) is

visible a significant drop in energy consumption on weekends, which is in line with

intuition.

In our research, we sought to employ LSTM models, which learn from historical

data. For each data point, a new vector of historical values (inputs) must be generated.
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Figure 5.15: Decomposition of energy consumption time-series for each location.

Trend and weekly seasonality are presented.
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We established that our historical horizon would be equivalent to two weeks, meaning

the model would learn based on the previous 14 values. We assumed that predictions

should be made for the following day and that users should receive their usage forecasts

for the next day no later than 6 p.m. Consequently, when making predictions for a

specific day, the actual value from the day before the considered day could not be

used for training and recalculating the model. This results in the input for the LSTM

model having values ranging from 15 days to 2 days before the considered day. The

model’s output was the energy consumption for the specific day. For each available

day, we created a row containing all inputs (14 values) and output (1 value).

We employed information about the percentage of imputed values to decide which

of these rows could be used in our subsequent experiments. All rows for which

the output had an imputation percentage greater than 50% were removed from

the dataset, as forecasting models should learn from actual observed values in the

location rather than imputed values.

Next, we calculated the mean value of the percentage of imputed values for the

inputs for each row. If the mean value exceeded 50%, those rows were also removed.

We set a 50% threshold because we assumed that if more than 50% of the values

used to calculate daily energy usage were imputed, we would not have a realistic

value for that day. We aimed to minimize situations where the model learns from an

excessive amount of artificially entered data while also avoiding the deletion of too

much data.

In the next step of data preparation process, the data of the energy consumption

for the top 10 most energy-consuming devices was added to the datasets. These top

devices were selected based on their total energy consumption calculated across the

entire available dataset. As a result, the energy consumption of some devices, such as

air conditioning, varied significantly throughout the months under consideration, while

other appliances maintained relatively consistent energy consumption throughout

the entire period. Also, for each location a different set of appliances were chhosen.

Below, the top 10 devices are presented for each location:

� In location A – computer, shower light, recess lighting, outdoor lighting, dinner

room lighting, washing machine, Wi-Fi socket, socket under desk, bedroom

lamp, hood.

� Location B – fridge, socket for RTV, dishwasher, socket no. 1, socket no. 2,

microwave, socket no. 3, air conditioner, socket no. 4, socket no. 5.
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� Location C – socket for hot water tank, heater in the bathroom, radiator heater,

fridge, socket for the desk, dishwasher, induction stove, fridge in the pantry,

socket under TV, socket in the office.

� Location D – fridge, TV-Audio, dishwasher, fridge no. 2, dryer, boiler, TV in

kitchen, kettle, socket near the desk, alarm power supply.

� Location E – rack, refrigerator, dishwasher, outlet near desk number 1, lightning

near window, stove, outlet near desk number 2, socket in secretary’s office,

kettle, main light in secretary’s office.

It’s important to note that the descriptions refer to the way the database describes

each particular socket. However, it is impossible to confirm whether or not the family

members have plugged various devices into specific sockets.

Summarizing the used datasets and data preparation process: for each location

dataset containing approximately seven months of daily total energy consumption

data was prepared. Missing data points were imputed using linear interpolation.

Historical weather data for each day, including mean, minimum, and maximum

temperature values as well as daily overcast levels, were added to the dataset.

Additionally, data describing the energy consumption of the top 10 energy-consuming

devices was added to datasets. Furthermore, we retained information on which data

points could be utilized for training and testing the created models, basing this

selection on the number of imputed values.

5.2.2 Experiments

The aim was to identify the most effective method for making forecast using also

additional time series from the same location. As it was mentioned before, here

we focused on the problem of predicting the next day’s total energy consumption,

however we can imagine different situation where similar studies could be performed.

In this study, the target was obtaining mean error of less than 25% when forecasting

energy demand for the next day. We sought to determine the optimal algorithm and

attribute set to enhance forecasting accuracy. Our experiments investigated how the

model’s performance varied with the influx of new data, recalculating the models

for each new data point when possible. On this data, we assumed that the initial

models could be trained with a minimum of 14 data points. Since we decided to use

LSTM models with data points where inputs consist of historical data from 15 days
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prior, we required at least 29 days of data to begin training the model. Models were

created independently for each location.

At this point, it is essential to examine why the approach presented in the first

part of this chapter – utilizing data from various locations and attempting to group

them – was not employed.

The primary reason was the limited number of datasets available; we only had

relevant data from five locations. Furthermore, these locations were quite diverse,

including two houses, two apartments, and one commercial office, with differing

numbers of residents in the residential buildings. Examining Figure reveals that

electricity demand varies among locations, such as in terms of weekly seasonal

consumption.

Another challenge was that many proposed approaches for grouping data from

different locations relied on the XGBoost model, which required tabular data. A

single record would need to describe one point in time. To represent all historical

data in one record, a set of attributes describing all utilized time series would need

to be created, resulting in a significant number of attributes. For instance, LPG data

only described the relationships and variations of two time series – LPG consumption

and temperature. In the case of energy data, attributes would need to be created

for relationships and changes in 11 time series related to energy consumption (1 for

overall energy consumption and 10 for individual appliances), along with additional

attributes for temperature and overcast time series.

Even if attributes describing changes and characteristics for all time series were

created, an issue would remain. Our study intended to use data describing the energy

consumption of the top 10 energy-consuming appliances, which differ across locations.

If we attempted to create tabular datasets and group data from various locations,

the characteristics of one appliance (e.g., a computer from location A) would be

compared to the demand characteristics of another top appliance from a different

location (e.g., a refrigerator from location B), potentially introducing bias.

Given the small number of datasets used and the numerous time series associated

with each location, we opted to concentrate our research on utilizing data collected

separately for each location.

The methods used in the approach will be described below.
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Baseline and linear regression models

Our baseline model was established using a naive approach. This model predicted the

value observed in a given location exactly one week prior. Additionally, we developed

four models based on linear regression. The key difference between these models was

the quantity of data used to create the linear regression. The data periods utilized

were: 30 days, 14 days, 7 days, and 4 days. These periods represent the number of

days prior to the forecast day on which the linear regression was determined.

LSTM and Prophet

LSTM and Prophet have been previously presented in earlier sections of this work. In

this study, they were employed as more advanced methods for time series forecasting

tasks.

In our experiments, for the LSTM network, we used the structure proposed by

the Telemanom authors [80]. Our network had 2 LSTM layers: both had 80 units,

and after each of them we added the Dropout layer with dropout equal to 0.3. The

activation method was linear. When compiling, we used adam optimizer and mean

squared error (MSE) as a loss metric. For fitting the model we used 35 epochs,

batch size of 64, and we split the data into train and validation data in proportion

85% to 15%. The training of the model stopped when during 10 epochs the MSE

metric was not improving. The LSTM models were implemented using Python and

Keras with Tensorflow. For each model created from the deep networks, input values

were standardized before training the model. The standardization was based on the

training dataset. For the Prophet method, we used the R library version. Prophet

allows for multiple time series to be utilized in creating predictions.

To assess the improvement of forecasts with different attribute sets, we considered

the following scenarios:

� Using information only about total energy consumption.

� Using information about total energy consumption and weather.

� Using information about total energy consumption and energy consumption of

the top 10 energy-consuming devices.

� Using information about total energy consumption, weather, and energy con-

sumption of the top 10 energy-consuming devices.
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Additional attributes (weather attributes and consumption of the top 10 devices)

were incorporated as new channels in LSTM models and as supplementary regressors

in Prophet models. In these instances, we dealt with multichannel time series and

multiple input forecasting problems.

As previously mentioned, we sought to evaluate the model quality when new

data with potentially distinct characteristics is introduced. Consequently, the LSTM

models were recalculated daily whenever possible. The quality of Prophet models over

time was assessed using the cross validation method available in the library. Cross

validation for Prophet was also conducted daily, if feasible, simulating a scenario

where the Prophet model is retrained as new data arrives.

Prophet forecasts also include information about the confidence interval of the

prediction. If the confidence interval is too wide (greater than the predicted value),

we assume that the model is unable to make an accurate decision (considered as a

lack of forecast).

Here, all tested approaches are summarized:

� val week before – Naive model. It predicted the value that was observed in the

location a week before.

� lr 30day – Linear regression calculated on 30 days of data.

� lr 2weeks – Linear regression calculated on 2 weeks of data.

� lr 1week – Linear regression calculated on 1 week of data.

� lr 4days – Linear regression calculated on 4 days of data.

� simple prophet – Prophet model that used only information about the total

energy consumption.

� weather prophet – Prophet model that used information about the total energy

consumption and the weather.

� devices prophet – Prophet model that used information about the total energy

consumption and the energy consumption of the top 10 energy-consuming

devices.

� devices weather prophet – Prophet model that used information about the total

energy consumption, the weather and the energy consumption of the top 10

energy-consuming devices.
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� simple telemony – LSTM model that used only information about the total

energy consumption.

� weather telemony – LSTM model that used information about the total energy

consumption and the weather.

� devices telemony – LSTM model that used information about the total energy

consumption and the energy consumption of the top 10 energy-consuming

devices.

� devices weather telemony – LSTM model that used information about the total

energy consumption, the weather and the energy consumption of the top 10

energy-consuming devices.

5.2.3 Results

The results for all 5 locations (A, B, C, D, E) will be presented. The goal of the

task was to get the mean error of the predictions lower than 25%. The results of

MAPE (Mean Absolute Percentage Error) metric for each dataset and each model

are presented in the table 5.6.

We also wanted to analyse which method gave the biggest number of days for

which the error was below the threshold of 25 %. The results are presented in 5.7.

The conducted experiments and results presented in Table 5.6 reveals that for

locations A, C, D, and E, at least one approach resulted in a MAPE lower than

the 25% threshold. This indicates that the initial goal of achieving errors below

25% has been met for four out of the five locations. For these four locations, the

best MAPE results were obtained in the “devices prophet” experiment, where the

Prophet method was employed with information about total energy consumption

and the energy consumption of the top 10 energy-consuming devices. What is worth

of notice, incorporating additional weather information did not improve the results.

Table 5.6 demonstrates that the best results were achieved for location E. This is

likely due to the fact that location E is a commercial office with consistent energy

consumption. This is further corroborated by the fact that an acceptable result of

less than 25% MAPE was also achieved for a naive model predicting the same energy

consumption as a week earlier.

Acceptable results were not attained for location B, where MAPE values for all

methods were relatively high.
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Table 5.6: The MAPE (Mean Absolute Percentage Error) of different models

predictions made for 5 locations: A, B, C, D and E. Results that achieve the

MAPE ă 25% assumption are marked in bold.

Experiment MAPE A MAPE B MAPE C MAPE D MAPE E

val week before 43.4 47.66 51.58 31.93 18.77

lr 30days 33.58 38.93 40.1 29.6 27.24

lr 2weeks 40.86 40.85 41.78 29 33.99

lr 1week 43.91 52.25 35.71 32.32 49.77

lr 4days 47.58 62.01 32.27 35.75 54.36

simple prophet 34.71 40.69 31.32 27.32 15.86

weather prophet 34.51 40.80 38.93 27.23 15.53

devices prophet 19.9 43.90 18.17 11.1 6.37

devices weather prophet 20.81 44.57 19.34 12.07 6.97

simple telemony 52.02 49.02 60.54 40.24 23.83

weather telemony 41.54 49.55 51.28 41.13 31.59

devices telemony 39.69 37.44 70.31 41.53 24.87

devices weather telemony 56.15 39.14 50.19 37.23 25.26

148



5 Incorporating additional time series related to demand forecasting

Table 5.7: The percentage of days for which an error of less than 25% was obtained,

determined for each location and each experiment. The results that obtained the

highest value for each location are marked in bold.

Experiment % days A % days B % days C % days D % days E

val week before 47.37 40.4 48.72 58.17 68.7

lr 30days 51.97 41.06 47.86 55.56 61.74

lr 2weeks 50.66 34.44 45.3 56.21 49.57

lr 1week 40.13 29.8 49.57 47.06 34.78

lr 4days 37.09 27.15 48.72 45.75 22.61

simple prophet 55.73 42.98 60.71 61.44 86.96

weather prophet 55.56 44 53.33 62.75 83.48

devices prophet 71.71 38.18 77.98 91.5 98.26

devices weather prophet 68.21 38.89 76.85 88.24 97.39

simple telemony 37.5 36.42 40.17 52.29 70.43

weather telemony 44.08 39.74 35.9 39.22 42.61

devices telemony 46.71 49.67 43.48 54.25 52.17

devices weather telemony 41.45 45.03 35.65 50.33 49.57
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From Table 5.7, it is evident that the “devices prophet” models also yield the best

results in terms of the percentage of days with errors less than 25% observed. This

does not apply to location B.

Based on the results presented in table 5.6 and 5.7 we state that the best approach

from the tested ones, for predicting energy usage for the next day is the method

that use Prophet model with the information about the total energy consumption

and the energy consumption of the top 10 energy-consuming devices. In the Figure

5.16 real daily energy consumption values vs. their predictions are presented. The

dashed blue line represents the equation x “ y. The closer a point lies to this line,

the more accurate the forecast value is in relation to the actual value. The charts

confirm the results presented earlier – satisfactory prediction results were obtained

for locations A, C, D and E. For localization B, it can be seen that the predictions

differ significantly from the actual values.

5.2.4 Analyse of made mistakes

As previously stated, an acceptable error rate was set at below 25%. Our goal was to

investigate the circumstances under which the best approach – devices prophet – for

each location produced errors larger than 25%. We aimed to identify any patterns that

would help us understand when models generate accurate or inaccurate predictions.

As it was mentioned in paper [12] a lot of data-driven prediction models are black-box

models, so they provide limited understanding of the situations, when the model

makes a mistake. In our research, we wanted to address this problem.

To achieve this, we devised a classification task with the objective of determining

the situations in which the model was able to provide satisfactory predictions (with

an error below 25%) and when it was not. For each location and its devices prophet

model, we labeled a prediction as Correct when the error for the prediction was

below 25% and Incorrect when the error for the prediction was equal to or greater

than 25%, or when the model failed to produce a prediction. These were treated as

two labels in our classification task. Next, we created attributes that could describe

the energy consumption pattern for a given day. We aimed to analyze if the total

consumption for the entire location was unusual, and if the consumption for a specific

device from the top 10 energy-consuming devices was atypical. To examine these

situations, we generated a decision attribute for the overall energy consumption and
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Figure 5.16: The graph shows actual values of daily energy consumption vs. pre-

dictions for each location. The dashed blue line represents the equation x “ y.
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for each device that compared energy usage with consumption from different days

(from the entire dataset). We identified five different situations:

� Consumption was minor – the consumption was in the range p´8, µx ´ σxq,

where µx is the mean value of the time series x and σx is the standard deviation

of the time series x. Time series x is the time series describing 14 days before

the day for which the attribute value was determined.

� There was a decrease in consumption – the consumption was in the range

pµx ´ σx, µx ´
1
2 9σxs.

� The consumption was standard – the consumption was in the range

pµx ´
1
2 9σx, µx `

1
2 9σxs.

� There was an increase in consumption – the consumption was in the range

pµx `
1
2 9σx, µx ` σxs.

� The consumption was intense – the consumption was in the range

pµx ` σx,8q.

Then we created another set of attributes. They described the change of a trend

of the time series. We distinguished 5 different situations of trend change:

� The trend was stable – the current consumption and the consumption for the

day before were described as “standard”.

� The trend was declining – the current consumption and the consumption for

the day before were described as “minor” or “decrease”.

� The trend was increasing – the current consumption and the consumption

for the day before were described as “increase” or “intense”.

� There was a change in the trend – the current consumption was described

differently than the consumption for the day before.

The result was a dataset with 22 conditional attributes – for each of 11 timeseries

2 attributes were created. The decision attribute described whether prophet model

made correct or incorrect prediction. These dataset was than used to create a new

decision model to determine when the model makes errors.
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For the decision model, we used decision trees and their implementation in rpart

library that is available in R language. We will discuss the results for two locations:

B and C. We have chosen them because they represent different effectiveness of

devices prophet models. For the location B, the Prophet model gave the worse results

among the locations considered (MAPE was equal to 43.90%). For the location C

the Prophet model gave relatively good results (MAPE was equal to 18.17%). The

generated decision models are presented in figure 5.17 and 5.18.

Figure 5.17: Decision tree explaining when the device prophet models made the

mistakes for the location B.
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Figure 5.18: Decision tree explaining when the device prophet models made the

mistakes for the location C.

The decision tree for the location B has the balanced accuracy equal to 0.80 and

the decision tree for the location C has the balanced accuracy equal to 0.79. Balanced

accuracy was calculated on the whole dataset. The balanced accuracy of both trees

shows that it is possible to find some patterns that describe at which points the

Prophet model was wrong and at which points it gave good enough predictions. We

can also observe that the decision model interpreting the Prophet predictions is

considerably more complex for location B than for location C. The Prophet model

for location B yielded unsatisfactory results, which implies that the model could not

identify strong patterns in energy consumption at this location. The decision tree

model further demonstrates that the model makes mistakes in various situations,

and identifying patterns that the model could learn is not a straightforward task.
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Even thou some patterns described by decission trees can be difficult for the human

to interpret clearly, they can still serve as a way to understand the performance of

the proposed predictive model. It can be also used to further investigate the a model

or to improve it. As a result, such a model is no longer a typical black-box model.

The above describes a method for detailing the error of an electricity consumption

forecasting model, where the main model uses data from multiple time series for a

given location. However, it is worth noting that the proposed method of analyzing

model errors can also be used in other cases. Firstly, this approach is independent of

the predictive model being used. In our case, it was the Prophet model, but it could

just as well be another. As long as a percentage error limit can be determined for a

given problem, above which the prediction is no longer acceptable, this method of

analysis can be used. Based on this limit, a new decision attribute can be created,

which will serve to prepare decision trees. Secondly, the proposed method of creating

conditional attributes is independent of the data being analyzed. If the primary

model used time series from a given location that affect the forecasted value, two

conditional attributes can be created based on each such series: a nominal attribute

describing the value at a given point in time compared to previous values, and a

nominal attribute describing the trend. The same values for nominal attributes that

we proposed earlier can be used. As can be seen, when using data from multiple time

series from a single location to forecast the main value, the same error analysis can be

conducted as proposed above. This is not limited to just an electricity consumption

predictive model.

We then decided to use prepared tree models that described the Prophet models

errors, to limit number of moniotred devices. We wanted to check whether decision

models could help reduce the number of devices monitored at a location.

As mentioned before, each measuring point consumes approximately 0.5-1 W,

resulting in an annual energy consumption of about 400 kWh for 100 devices.

Additionally, each monitoring device has an associated cost. Reducing the number

of monitored devices is beneficial in terms of electricity consumption (borne by the

residents of the location) and the cost of purchasing new monitoring equipment

(which the installer have to buy).

We hypothesized that some monitored devices, even with high overall energy

consumption, may be irrelevant for predictions due to their constant or random

energy consumption patterns, which could not be predicted by the Prophet model.

We aimed to eliminate these devices from the monitored group and assessed how
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information about devices obtained from trees describing situations when the Prophet

model makes mistakes could be useful for this purpose.

We conducted experiments with datasets for each location (A, B, C, D, E), divided

into several train-test datasets. The train-test pairs were divided by the dates: “2021-

05-31”, “2021-06-30”, “2021-07-31”, “2021-08-31”. This resulted in 20 test cases (4

train-test splits for 5 locations).

For each train-test set, we built a decision tree on the train dataset, describing

when the Prophet model made mistakes. Then, on the test part, we examined two

cases:

� How will the Prophet model perform on the test part when we use only the

time series of appliances whose features appeared in the decision tree and the

time series describing the total energy consumption of the location to build a

new model?

� How will the Prophet model perform on the test part when we do not use the

time series of appliances whose features appeared in the decision tree?

Additionally, we investigated the predictions on the test set when all 10 appliances

were used in building the forecasting model.

For each experiment, we built a decision tree for each date in a train dataset

and ultimately used the last tree that had a Ballance Accuracy (BACC) ¿= 0.8

and the tree height was greater than 1. That is, for example, if the split between

train and test set was for the date 2021-08-31 and the last tree that met the above

conditions was built for the set for dates earlier than 2021-08-20, we used the tree

built 2021-08-20 and not the one built 2021-08-31.

In summary, for each location, we performed the same process for train-test splits

by date 2021-05-31, 2021-06-30, 2021-07-31, and 2021-08-31. The test set was different

for each split. The idea is to monitor the total energy consumption for the whole

location and the 10 devices during the training period. Afterward, we generate a

tree, and the installer either removes monitoring for those devices that appeared in

the tree or continues monitoring only those devices that appeared in the tree (two

versions of experiments). The third variant is when we do not change anything and

continue monitoring the 10 devices used in the Prophet model.

The results of using proposed decision trees to limit the number of monitored

devices are shown in Figure 5.19. For each location and split date, the MAPE values
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are presented. Since the test sets for each train-test split are different, we should

compare the three experiment versions for each location and split date rather than

comparing the same version across different dates.

In most cases, the version where we removed information about devices that

appeared in the tree from the Prophet model yields results very similar to when

we monitored all 10 devices. Results for location B can be disregarded since the

Prophet model does not perform well initially. In the graphs, we marked our error

threshold (25%) with a dashed line. For locations A, C, D, and E, the errors are

below this threshold. We assume that such results are due to the fact that the devices

that appear in the decision trees have a large variance of energy consumption and

therefore are not useful for the Prophet model.
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Figure 5.19: Value of an error metric Mean Absolute Percentage Error (MAPE)

for locations A, B, C, D, E and each split date for train-test datasets. The dashed

line indicates the maximum error threshold – 25%.
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Table 5.8 shows the number of devices that appeared in the decision trees for each

location and split date. In each case, at least one device was included in the tree,

and it never happened that all devices appeared in the decision tree. The median of

unique devices in the tree is 3.5, the mean is 3.15, and the maximum value is 6. This

means we were always able to remove at least one device from the observations, and

it never happened that the tree indicated a recommendation to remove monitoring

for all devices. The maximum number of devices removed from monitoring was 6.

These recommendations seem reasonable and not too extreme.

Table 5.8: The number of unique devices that appeared in the decision trees for

each location and each split date.

Location A Location B Location C Location D Location E

2021-05-31 4 1 2 3 1

2021-06-30 5 3 3 4 1

2021-07-31 4 3 4 4 1

2021-08-31 4 6 5 4 1

In summary, from a practical standpoint: if an installer wanted to forecast a loca-

tion’s energy consumption, they would begin by monitoring the energy consumption

of all N appliances at the location. Based on this data, the Prophet model would

be built and start forecasting energy consumption for the following day. With the

forecasts, we could assess which days had acceptable forecasts (below the assumed

error) and which did not. After gathering information for a longer period, e.g., half a

year, the installer could generate a decision tree describing when the Prophet model

makes unacceptable mistakes. Devices with characteristics found in the decision

tree would be removed from further monitoring, resulting in only M devices being

monitored, where M ď N . If M ă N , then residents save money.

5.2.5 Discussion

The potential for enhancing forecast quality by incorporating additional time series

information from the same location into the forecasting model was explored.

Experiments were conducted on daily energy consumption data within the context

of a digital-twin model of a building. Improved forecasting results were achieved by

including information about the top 10 most energy-consuming appliances. According
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to our research, monitoring energy use across an entire facility as well as for a subset

of appliances can significantly increase the accuracy of energy usage forecasts. In the

literature we can find lower MAPE results when forecasting daily energy usage, e.g.

in [55] MAPE results were 3.11%-5.45%, in [89] obtained results for Artificial Neural

Network (ANN) with MAPE 3.5%-9.00% and in [92] obtained MAPE errors were

5.25%-5.43%. However, all of these papers considered the non-residential buildings.

For these type of buildings the forecasts may be more accurate due to more predictable

energy consumption and the relatively lower variability of occupant behaviour [87].

Also in our studies, for a location E, which was an office, we obtained the best values

of MAPE metric. Additionally, for this location even using value from the week

before gave satisfactory result with error below 25%. The authors of [85] obtained

results with MAPE 12.36% for forecasting the day-ahead energy usage in residential

building. It is crucial to note that the results were derived from 3 years of data,

whereas our findings were based on less than 6 months of data.

Furthermore, a method for analyzing the forecasting model’s errors was proposed.

This knowledge can be employed for future model adjustments and for understanding

forecasting model. The decision models also reveal which features (utilization of

specific devices) have the most significant impact on forecast performance. Last but

not least, decision tree models, describing the situations in which forecasting model

makes a mistake, were used in order to limit the number of monitored devices.

The proposed research is not limited to electricity forecasting; it can be applied

to other cases where the objective is to predict values of a time series composed of

values from other related time series. This approach can also incorporate additional

time series associated with a specific location. Furthermore, the suggested method

for predictive model error analysis is versatile, as the proposed attributes and their

nominal values can be defined for any time series.

5.3 Conclusions

The chapter explores the potential of incorporating information from other time

series, originating from either the same or different locations. In all examined cases,

this additional information led to improved forecasts.

In the first case, we considered the use of time series describing a similar problem

from multiple locations (e.g., sales of a product in various stores). We assume that

the locations may share similarities due to the nature of demand or sales, but this
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is not always the case. Therefore, we presented various strategies for grouping data

from different locations to achieve better forecasts than when relying solely on data

from one location.

In the second approach, we demonstrated the method and advantages of including

supplementary time series in the forecasting model, using electricity consumption

forecasting as an example. In this case, the additional time series were effectively

integrated into the main forecast value. The study utilized data collected during the

creation of a digital-twin model for a building, which allowed for the inclusion of

energy consumption information for individual appliances. This approach yielded

satisfactory results for four out of the five studied locations.
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Returns are an important aspect of demand forecasting. It is crucial for proper

stocking and ordering new product from a producer. Returned product are mostly

resell and underestimating number of returned products may lead to not selling all the

products and their consequent backlog in the warehouses. Proper return forecasting

can also help to optimize supply chain and logistic processes. The company can

thus plan costs for storing returned clothes, refurbishing them and preparing them

for re-sale in stationary stores or online. The vendor must also prepare for the

additional cost of disposing of returned products, since after they have been shipped

and returned several times, the product may not be saleable any more.

The topic of returns has been covered in management and logistics industry

literature. The literature review of product returns management was presented in

[14]. In an article [134] the authors presents the impact of product reviews on product

returns. The product, which has small number of helpful reviews is more likely to

be returned because customers buy more substitute products. The authors also

analysed the impact of biased ratings on the returns. In the work [131] the authors

focus on different sides of returns. They may be due to understandable reasons,

for example, the product came damaged, in very poor condition, is poorly made.

On the other hand, they can also result from the desire to choose the right size or

color of the product, so that the product is purchased in several pieces with similar

parameters. In such a case, the possibility of returns is desirable, because this way

the customer has decided to buy in the first place and is likely to leave one of the

purchased products for himself. Looking at it from this side, it is not surprising

that retailers often make it easy for customers to return goods, especially in the

e-commerce industry. A store may offer free returns or extend the return period. In

paper [120] a systematic review on online retailing was presented. In the aspect of

returns, the authors confirm that online retailing leads to higher number of returns

than in traditional sale. The effective way of returns management has an impact on

customers satisfaction and the probability of their future shopping at the same store.
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The review also highlight that the impact of returns managements on customers

behavior is different for different product types and it is important to prepare return

management according to specific consumer expectations.

In context of fashion retail, returns are also an important aspect. People have

different body types, heights and body measurements. Because of this, even in cases

where the product has an accurate description on the website and photos that reflect

the nature of the product, it can still be returned. There are also customers who,

despite buying products stationary, prefer to try on clothes in the comfort of their own

home, and for this reason buy many products, with the possibility of returning them

later. In article [146] the authors discuss the issue of buying many fashion products

online as a result of boredom and impulsive decisions. Returns can allow customers

to return ill-considered purchases, but on the other hand, this very mechanism is

one of the reasons why a customer may have decided to make such a purchase in the

first place. Here, retailers’ intentions may vary – they may use facilitated returns

to entice customers to buy many more things, but there will also be those who are

more concerned with creating a sustainable brand that wants to give their customers

the best possible buying experience in their store. Without analyzing the retailers’

intentions here, returns are still an important aspect in fashion sales. In [70] authors

focus on returns in omnichannel retail. They conclude that adding new possibility

of store returns may lead to additional profits for retailers, when customers can

have more services without extra cost. In [111] the authors present findings which

show that 42.2% of customers, that had an unsuccessful return operation with a

seller would not buy again from this same place. Also, both satisfied (80.1%) and

dissatisfied (84,4%) clients tend to share their opinion about return experience with

other potential customers. From these studies we can draw conclusions about how

important the topic of returns is in today’s retail sector.

In the work [45], the authors present a data-driven models for predicting return

volume at a granular level. The authors used Least Absolute Shrinkage and Selection

Operator (LASSO) to obtained the best results. The authors do not focus on

predicting if a specific product, from a specific transaction will be returned but

they predict a return volume of product type via retailer in specific period. The

authors of [65] used neural network for forecasting returns but more for the inventory

management of an omnichannel retailer with multi-period sales-dependent returns.

The authors highlight that returns is a major challenge for inventory management,

due to uncertainty of whether a product is being returned. A literature review
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indicates that the topic of forecasting returns using machine learning methods, has

not been widely analysed and it may be a possible research gap.

6.1 Problem statement

In the research, the possibility of using machine learning for returns forecasting was

checked. The aim was to forecast the probability of returning specific product from a

specific transaction. Forecasting aggregated number of returned pieces of product in

specific period (e.g. during one month) was not investigated. The ability to forecast

the return of a specific product can give the knowledge if the product will sell out

according to plan. It can also help to maintain good inventory management and

help in organizing any needed procedures connected with specific returned product

(e.g. cleaning, ozonation). Clients can make returns within a specific period from

a purchase, so the probability of return can help to plan all necessary resources in

time.

In the research we were working on data from fashion sector. The data were also

used in research presented in Chapter 4. The dataset obtained data from the beginnig

of 2015 to 10.06.2022. The research was carried out as part of the project co-financed

by European Funds entitled ’Decision Support and Knowledge Management System

for the Retail Trade Industry (SensAI)’ (POIR.01.01.01-00-0871/17-00).

The idea was to create predictive model based on data describing sale transaction.

For each product in each transaction we wanted to add decision binary attribute that

would indicate if a product was returned. However, after analysing the available data

it occurred that in retailer database there are information about sale transactions

and return transactions but there wasn’t any information which return transaction

was connected to which sale transaction. For this reason, there was no way to simply

receive information on whether the product was returned. However, we decided to

try to link transactions on our own.

A given issue can be interesting from the point of view of many different companies.

It is possible that if a given vendor, which has many branches and operates in many

countries, does not store a given piece of information, then perhaps many companies

may be in a similar situation. A given lack of linkage may be due to historical

conditions of the data stored and collected.
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6.2 Linking purchase transaction with return

transaction

During the process of data analysis, the algorithm of linking sale transaction with

return transaction was proposed. The algorithm is presented in Figure 6.1.

In most cases the client has fixed time to make a return after purchasing the product.

For this reason, the first step looks for purchase transactions that fall within the

stipulated time before the return date. Then the set of possible purchase transactions

is limited to only purchase transactions that include all returned products. It is

assumed that the return will most often involve products that were purchased at the

same time. If, after imposing the given restrictions, only one purchase transaction

matched a given return, it can already be considered a matching purchase transaction

with high probability. If there were more matching purchases, then further attempts

were made to narrow down the set of searches. In the next step, only those transactions

were filtered that had the same “location” as the return, i.e. if the return was made

online it was assumed that it was also likely that the purchase also took place online.

If the return was made in a store, it was assumed that it was likely that the purchase

also took place in a stationary store. If this did not result in a single purchase

transaction, then it was necessary to return to the previous collection. This is because

a purchase made online at a particular company can also be returned in a stationary

store and vice versa.

In the next step, another constraints were introduced. The first step checked which

purchase transactions had a large number of similar products. Returns in the retail

industry often take place because of the purchase of one product in different color

variants and different sizes. If many products of the same type were returned, it is

possible that even more were purchased. For example, if we have a skirt and pants

in a return transaction, it is possible that the skirt in question was purchased in two

sizes/colors, and the pants in question were also bought in two sizes or colors. We

were looking for purchase transaction with the highest number of similar products.

If still not found only one matching transaction it means that there were several

transactions that had the same number of similar products as in the return. In this

case, the purchase transaction with the highest basket value was selected, and if this

also did not lead to a single matching purchase then one was selected at random from

the remaining purchase transactions. It is worth noting that the random selection

was already done in a heavily narrowed set of possible purchase transactions.
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It is almost cerain that a correct corresponding purchase
transaction has been found for a given return

For the return under consideration, filter out all purchase
transactions that took place a maximum of "X" days before
the return in question, where "X" is the number of days that

the customer is scheduled to make a return.
This is a set of purchase transactions "A".

From the "A" set, filter out all purchase
transactions that contain all products from the

return.
This is a set of purchase transactions "B".

NO

YESIs the set "B" an empty
set?

Return a message that there
is no matching purchase

transaction for the given return
("No matches").

End

NO
(set "B" contains >1 matching purchase transaction)

YES
Does the set "B"

contain exactly one
purchase transaction?

YES

From the "B" set, filter out those transactions
that took place in the same place (for online
return it will be an online purchase, and for

stationary return it will be a stationary
purchase).

This is a set of purchase transactions "C".

NO

Does the set "C" contain
exactly one purchase

transaction?

Return information about the
possible finding of a matching
purchase ("By location code").

From the set "B" filter out those transactions
that have the highest number of similar

products as in the return. (E.g. a purchase
transaction may have several pairs of the
same product, but in different sizes as the

product in the return transaction).
This is a set of purchase transactions "D".

NO
(this means that there are several purchase transactions that 

have the same number of similar products as in the return)

YES
Does the set "D" contain

exactly one purchase
transaction?

Return information about the
possible finding of a matching

purchase ("By similar
products").

From the set of "D" filter out the purchase
transaction with the largest total purchase

amount (basket price).
This is a set of purchase transactions "E".

YES

NO

Does the set "E" contain
exactly one purchase

transaction?

Return information about the
possible finding of a matching

purchase ("By purchase price").

From the "E" set, randomly select a purchase
transaction.

Return information about the
possible finding of a matching
purchase ("Random select").

Return information about
finding a matching purchase

("Single match").

Figure 6.1: Proposed algorithm of linking return transaction with corresponding

purchase transaction.
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If at the level of set “B” we have received one matching purchase transaction, then

we can say that for this return we are almost sure that we have found a matching

purchase transaction. Subsequent steps of the algorithm try to find the most likely

matching purchase transaction, but with further steps of the algorithm the probability

of a correct match decreases.

Importantly, the given algorithm does not serve to associate with full certainty

a return transaction with a purchase transaction and, for example, add the given

link in the database as a certain relationship. The given linkage is used to generate a

training set that will be used to create a predictive model of returns. For this reason,

we accept some bias and inconsistencies with ground truth.

The results of applying the given algorithm will be presented.

We considered 191,999 return transactions.

For 77,936 (40.6%) the algorithm found matching purchase transaction with high

certanity. It mans that set “B” from Figure 6.1 had one matching sale transaction so

it is very possible that it is a correct matching transaction.

For 5,608 (2.9%) processed returns the algorithm did not find matching sale

transaction. It means that set “B” from Figure 6.1 was an empty set.

For 108,455 (56.5%) of return transactions there were several possible purchase

transactions. It means that set “B” contained more than one purchase transaction.

Further steps made it possible to reduce the given set.

� For 6,851 return transactions there was one matching purchase transaction

based on “location”. It means that set “C” had exactly one transaction for

these returns.

� For 40,211 returns a match was found by searching for the purchase with the

biggest number of similar products as in the return.

� For 59,366 returns a match was found by searching for the purchase with the

biggest number of similar products and with the highest purchase price.

� For 2,027 returns a matching sale transaction was chosen by random selection

from = a limited set of purchase transactions.

Due to the lack of ground truth about the links between transactions, we are unable

to verify the proposed algorithm. However, it can be noted that a large number

of return transactions were associated with high confidence with one matching
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purchase transaction (40.6%). For the remaining transactions, only a small number

of them failed to find any purchase transaction (2.9%) and a small number of

returns were linked using random selection (1.1%). Taking this into account, the

proposed algorithm appears to be a good solution for combining return transactions

with purchases when creating a predictive model in cases where there are no clear

relationships.

6.3 Creating forecasting model for returns

The aim of forecasting model was predict if the product from a specific purchase

transaction will be returned by the client.

One record of data described on product for a specific transaction. Using presented

algorithm, the value of a binary decision attribute was indicated for each row. The

decisiona attribute informed if the product was returned (value = 1) or not (value =

0) In the first step of data preparation process, the dataset was limited to products

that were considered in research presented in 4. Then deleted transactions that

contained data gaps or other data irregularities. The result was a dataset that

contained 116,789 data records. This dataset was devided into train, validation and

test dataset in proportions 70%–15%–15%. A summary of these sets can be seen in

the Table 6.1. It is visible that there is a big disproportion between decision classes.

Table 6.1: Summary of train, validation and test datasets used for training and

evaluating forecasting model for returns. “Return = 1” shows number of records

where decision attribute is 1 (the product was returned). “Return = 0” shows

number of records where decision attribute is 0 (the product was not returned).

Set Return = 1 Return = 0 Number of all records

Train 5,101 76,651 81,752

Validation 1,153 16,366 17,519

Test 1,061 16,457 17,518

In the research three algorithm were taken into account: logistic regression [3],

Random Forest [31] and XGBoost.

XGBoost was already described in Section 2.3, so here only logistic regression and

Random Forest will be described.
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Logistic regression is a classification algorithm for binary classification tasks. It

is used to model the probability of a binary response as a function of a set of

variables thought to possibility affect the response (called covariates). It means that

a probability value is based on one or more independent variables. The logistic

regression model calculates the relationship between the independent variables and

the likelihood that one of the two possible values will be assigned to the dependent

variable. The dependent variable’s likelihood of taking one of the two values is

represented by the probability score that the model produces, which ranges from 0

to 1. The dependent variable’s future can then be predicted using this probability

score.

Suppose we have a binary dependent variable Y that takes on the values 0 or 1,

and a set of independent variables X1, X2, ..., Xn. The goal of logistic regression is

to model the probability P(Y=1) as a function of the independent variables. Logistic

regression finds an equation of the following form:

log

ˆ

ppXq

1´ ppXq

˙

“ β0 ` β1X1 ` β2X2 ` ...` βnXn

where β0 is the intercept term, and β1, β2, ..., βn are the coefficients or parameters

of the independent variables X1, X2, ..., Xn. The formula on the right side of the

equation predicts the log odds of the response variable taking on a value of 1. The

logistic function is then used to convert the log odds to the predicted probability:

ppXq “
eβ0`β1X1`β2X2`¨¨¨`βnXn

1` eβ0`β1X1`β2X2`¨¨¨`βnXn

Above equation is used to calculate the probability that a given observation takes on

a value of 1, and then, using probability threshold, it can be used to class “0” or

class “1”.

Random Forest is an ensemble algorithm that can be used for classification,

regression and other machine learning tasks. This algorithm combines multiple

decision trees to make predictions. Firstly, the training dataset is divided into

bootstrap samples. These samples are created randomly with replacement, such

that each observation has an equal chance of being selected in each sample. each

sample is used to build different decision tree. Additionally, at each tree node, a

subset of features are randomly selected to generate the best split.. Each decision

tree is grown to full depty, without pruning. For new observation, each tree makes

a prediction. The final prediction is made by aggregating the predictions from all
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trees. The algorithm uses multiple trees and random subsets in order to address the

shortcomings of conventional decision trees, such as overfitting and sensitivity to

small changes in the data.

6.3.1 Approach number 1 – using only original attributes

In the first step, only original attributes describing each product were used. Features

have been normalized to a range of 0–1. The conditional attributes that were used

are as follow:

� total product price – the price of the product.

� category – the category of the product.

� size cdf – size converted into numerical value. This process was described in 4.

� color – color of the product.

� weekday – day of the week.

� sale month – month of sale.

� channel – sales channel (online or stationary).

� sale season – season of the year.

� valentines days – number of days from/until valentine’s day.

� easter days – number of days from/until Easter.

� christmas days – number of days from/until Christmas.

� womens days – number of days from/to Women’s day.

6.3.2 Approach number 2 – feature engineering

In the second approach, additional feature engineering was performed. The attributes

describing basket and product were added. This is based on domain knowledge,

conclusions from the literature review and our own observations of the data – when

multiple pieces of very similar products are purchased, or the same ones only in

different sizes/colors, the probability of a return on a given transaction increases.
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Such a purchase transaction may indicate that already at the time of purchase, the

customer assumes that they will leave only one fitting product, and the other similar

ones will be returned.

The added attributes were as follow:

� cart items - number of products in the basket.

� cart sum - the value of the basket.

� basket same color diff size - number of products in the basket with the same

color but different size.

� basket same size diff color - the number of products in the basket with the

same size but different color.

� basket num cat 1 - the number of products in the basket from the category

number 1.

� basket num cat 2 - the number of products in the basket from the category

number 2.

� basket num cat 3 - the number of products in the basket from the category

number 3.

� basket num cat 4 - the number of products in basket from the category number

4.

� basket num cat 5 - the number of products in the basket from the category

number 5.

� pop score - the popularity score of the product calculated as the rank of the

product sales volume within the category.

In addition to the aforementioned features, features from approach number one

were also used.

6.3.3 Approach number 3 – parameter tuning

In this approach, the tuning of parameters for each model was performed using

validation dataset. The attributes from approach number 1 and 2 were used. The
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parameter tuning was performed as full parameter grid search in 5-fold cross-validation

mode with AUC maximization criterion. The GridSearchCV method from Python

scikit-learn library.

Logistic regression – tuned parameters

For logistic regression the tuned parameters were:

� C – Inverse of regularization strength; must be a positive float. Smaller values

specify stronger regularization.

� penalty – The norm of penalty. Possible values: None (no penalty is added), l2

(L2 penalty term), l1 (L1 penalty term), elasticnet (both L1 and L2 penalty

terms).

� random state – The random number generator used.

� solver – Algorithm to use in the optimization problem.

Random Forest – tuned parameters

For Random Forest the tuned parameters were:

� max depth – The maximum depth of the tree.

� min samples leaf – The minimum number of samples required to be at a leaf

node.

� min samples split – The minimum number of samples required to split an

internal node.

� n estimators – The number of trees in the forest.

� random state – The random number generator used.

XGBoost – tuned parameters

For XGBoost the tuned parameters were:

� subsample – Subsample ratio of the training instance.

� reg lambda – L2 regularization term on weights.
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� random state – Random number seed.

� n estimators – Number of gradient boosted trees.

� min child weight – Minimum sum of instance weight(hessian) needed in a child.

� max depth – Maximum tree depth for base learners.

� learning rate – Boosting learning rate.

� gamma – Minimum loss reduction required to make a further partition on a

leaf node of the tree.

� colsample bytree – Subsample ratio of columns when constructing each tree.

� colsample bylevel – Subsample ratio of columns for each level.

6.3.4 Results

The presented experiments were a binary classification tasks. In order to evaluate

and compare the obtained results, two method were choosen:

� Balanced Accucary (BAcc)

� AUC

Balanced Accuracy is a metric commonly used in binary classification where

imbalanced class distribution occure. In our datasets, there are much more examples

where return did not have place than products which were returned. Because of this,

Balanced Accucarcy was choosen. This metric can be expressed as:

BAcc “ pTPR ` TNRq{2

where TPR is a true positive rate (also known as sensititivy) and TNR is a true

negative rate (also known as specificity). TPR can be calculated as the number of

true positive predictions divided by the total number of actual positive cases. TNR

is defined as the number of true negative predictions divided by the total number of

actual negative cases. In our experiments, class 1 was a positive class, because we

focused on products for which return has taken place. The higher value of Balanced

Accuracy, the better the classification performence. This metric ranges from 0 to 1.
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Figure 6.2: Balanced Accuracy calculated on train dataset for each method and

each evaluated approach.

AUC (Area Under the Curve) is an another metric used for evaluating binary

classification tasks. the Receiver Operating Characteristic (ROC) curve, which is a

plot of the true positive rate (TPR) against the false positive rate (FPR) at various

threshold settings. FPR is defined as proportion of actual negative cases that are

incorrectly identified as positive by the classifier. The threshold settings are the

values that define if the prediction will be assigned to class 0 or class 1. For example,

the classifier predict for an example value 0.252. For threshold 0.2 the prediction

would be class 1 (because 0.252 ą 0.2), and for threshold 0.5 the prediction would be

class 0 (because 0.252 ă 0.5). Because the evaluation of different thresholds, AUC is

also useful with imbalanced class distribution. AUC values ranges from 0 to 1 and

the higher value, the better classifier performance.

Balanced accuracy was calculated for train and test dataset. AUC was calculated

for test dataset. The balanced accuracy on train dataset is presented in Figure 6.2.

The balanced accuracy calculated on test dataset is presented in Figure 6.3. The

AUC metrics are presented in Figure 6.4.

Analysing results presented in Figures 6.2, 6.3 and 6.4, we can see that Logistic

Regression obtained the worst results. We can conclude that this method did not fit

the task of forecasting product return. The Random Forest method had high value

of Balance Accuracy on train dataset (Figure 6.2) but after the parameter tuning
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Figure 6.3: Balanced Accuracy calculated on test dataset for each method and each

evaluated approach.
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Figure 6.4: Area Under the Curve values for each method and each evaluated

approach.
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procedure this value drops significantly to 0.714. We can see that the parameter tuning

for Random Forest has not had the desired effect. Also, even for method 1 and 2, the

Balanced Accuracy for test dataset is relatively low comparing to results obtained on

train dataset (Figure 6.3). The situation is different for the XGBoost method. The

successive steps carried out (adding new conditional attributes, tuning parameters),

caused that each successive approach improved the obtained classification results,

on the training set as well as on the test set. It is visible on the plots presented

Blanced Accuaracy on train and test dataset (Figures 6.2 and 6.3). Taking into

account the results of Balanced Accuracy, the best result on test dataset was obtained

for XGBoost for Approach number 3 with result of Balanced Accuracy equal 0.6.

Analyzing the results of AUC, the best result was obtained also for XGboost for

Approach number 3 (after feature engineering and parameter tuning) with the value

of AUC equal 0.806.

6.4 Discussion

Predictive models in terms of the AUC measure achieved satisfactory results, with

the best result of AUC = 0.806 for the XGBoost method after feature engineering

and parameter tuning. Looking at the Balanced Accuracy results, it can be concluded

that the proposed models have some limitations, because the results of the Balanced

Accuracy measure are below the value of 0.6. However, it is worth noting that this

result was obtained on the basis of a classification threshold of 0.5 (predictions below

this value were assigned to class 0, and above – to class 1). It is possible that choosing

a different cutoff threshold would have produced better results. This threshold,

however, would have to be established with an expert with domain knowledge, as

they could indicate what are the preferred specificity and sensitivity for this task. The

AUC measure was also a metric used in the parameter tuning process, so it is worth

focusing on this measure in the evaluation. After the study, it can be concluded that

the linear regression method should not be considered for possible further research.

Another conclusion is that the feature engineering and parameter tuning performed

gave good results, especially for the XGBoost method. It can be concluded that the

addition of features describing the content of the shopping basket, including the

purchase of many similar products, improved the results for each method.

The proposed predictive model could be improved, but this would require acquiring

more attributes. It can be noted that we did not have much information about the
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products in question in the data – we only had information about color, size, price

and product category. We didn’t have information, about the special features of a

given product, which could distinguish it from other products. There was also no

information about the material, cut or quality of product. Such features could affect

possible returns and customer dissatisfaction. However, these features are difficult to

enter into the database, as they are often subjective and time-consuming to obtain.

For example, a blouse made of 100 percent cotton may have a completely different

feel than another blouse also made of 100 percent cotton. This can be caused, for

example, by the weight of the material, which can affect the fact that one blouse

will be fleshy in feel and the other will be almost see-through. Such characteristics

are difficult to enter into the database, especially if the supplier does not provide

such information.

It is possible that the use of graphical data, i.e. product images, would be better

for returns analysis. A model based on images could catch product features that

affect returns, which are difficult to express numerically. However, we did not have

access to such data.

It is also worth noting that the classes used regarding returns were determined by

a proprietary algorithm linking the purchase transaction to the return, rather than

from actual data. This could also have introduced additional bias.

6.5 Conclusions

The chapter focuses on the problem of forecasting returns. More specifically it

concentrates on forecasting whether a particular product from a particular purchase

transaction will be returned. After conducting an analysis of the literature, it can be

concluded that this is a possible research gap because as far as we know there aren’t

work that focused on this specific problem.

The achievement is the proposed algorithm for linking a return with a corresponding

purchase transaction. This gives the possibility to prepare a training set in case there

is no connection between these transactions in the retailer’s database.

In the research, three methods were used to create predictive models: logistic

regression, Random Forests and XGBoost. The process of improving the model

through feature engineering and parameter tuning was presented. The study showed

that the addition of features describing the shopping cart and the purchase of similar
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products positively affects the quality of the classifiers. The best AUC result was

obtained for the XGBoost method with an AUC score = 0.806.
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Demand forecasting will take place in almost every company. In order to optimise

and automate processes, it is possible to use machine learning methods for the task.

In the thesis, the original breakdown of demand forecasting issues was presented.

These issues have been divided by the time factor. Each task has also been described

with the specific problems that may be associated with each of them. This breakdown

can show a broader picture of the issues involved in demand forecasting. Then,

attention was turned to selected issues and consideration was given to how machine

learning methods can be applied to solve given problems.

The topic of promotion, and more specifically the analysis and forecasting of

promotion effectiveness, was looked at first. This topic is important for optimal

planning of future promotions, e.g. in shops. First, a set of indicators was proposed

that can be used to evaluate promotions. The process of creating conditional attributes

and a training set to train predictive models for each indicator is shown. The possibility

of creating such predictive models for single products as well as for groups of products

was considered, showing that forecasting from data for multiple products, is more

applicable. It is then shown how the proposed predictive models can be used in

a promotional recommendation system and to discover knowledge about the price

sensitivity. Finally, a novel approach for analysing the quality of indicators using

the original method for induction survival action rules is considered. The theory

associated with survival action rules is shown and the proposed algorithm is described.

A case-study of the use of the given algorithm to analyse changes that can be made

to reduce the probability of an indicator falling below a given threshold is then

shown. It is worth noting that the given approach could also be used to analyse

other indicators whose value changes over time, not necessarily only for indicators

describing promotion.

The next topic raised was the issue of splitting higher-level forecasts into lower-level

forecasts. A higher-level forecast can be a forecast of a demand for a whole group of

products proposed by an expert with domain knowledge. It can also be a forecast
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derived from another predictive learning model. A lower-level forecast is a forecast

of demand for a particular output. Top-down forecasting can take place wherever

products can be grouped together. It is relevant when a particular product has very

low or infrequent sales, making it impossible to create a forecasting model for a

specific product. This thesis chapter focuses on a comparison of selected forecasting

algorithms. The possibility of using the product types dissimilarity table is presented,

which allows the product models (nominal values) to be changed to the distances

used, among others, in the considered approach with the KNN model. The process

of data preparation and model optimisation is shown.

The next chapter presented the possibilities and advantages of using additional

time series to improve the forecasting performance of the issue under consideration.

First, the possibility of using analogous time series from other locations was shown.

Different possibilities for grouping and adding information of similar time series

were presented. For both sets studied, it was shown that creating forecasting models

using all the data improves the results of the obtained forecasts. Next, a forecasting

issue was looked at where time series information from the same location was added.

This approach in itself was innovative for the field under study, namely energy

and electricity forecasting. The literature review indicated that this approach was

unique. It could be explored thanks to created a digital-twin model of a building. By

obtaining data on electricity consumption from household appliances and feeding

this into the forecasting model, improvements in the forecasting of overall energy

consumption were achieved. An analysis of model errors and the possible application

of this knowledge to reduce the observed current sources is also presented. The

conclusion of this research is that adding data from other locations or the same

location can significantly improve the quality of the forecasts. However, the way

in which this information should be added can vary depending on the dataset and

different options need to be verified.

The final case considered was the problem of forecasting returns. The literature

review indicated that this was a possible research gap. The problem of forecasting

returns had appeared in the literature, but in global terms (e.g. the number of total

returns over a given period). To the best of our knowledge, previous studies have not

looked at predicting the probability of a particular product being returned. Initially, a

custom algorithm was proposed to combine the return transaction with the purchase

transaction. The given algorithm was necessary in order to create a training set. As

later results also showed, adding information about the purchase transaction and
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its characteristics improved the prediction results significantly. In the research for

the given dataset, selected algorithms were considered, the optimisation process and

feature engineering were shown. Good return forecast results were obtained. Good

quality of classification was obtained (AUC = 0.806), confirming the effectiveness of

the proposed process.

The thesis presented does not focus on the typical issue of time series forecasting in

the sense that, given historical demand data, a forecast will be made for subsequent

points in time. The aim of the given work was not to focus on a comparison of all

known time series forecasting algorithms. Instead, the focus was on lesser-known

demand forecasting issues.

All studies were carried out on real data. Most of them were from large companies

with multiple branches. The data also often spanned several years and came from

multiple locations and involved multiple products. The studies considered were

dictated by R&D research projects, so it can be concluded that these are relevant to

the business. Due to the cross-section of data used and issues addressed, it is hoped

that the knowledge presented will be a valuable contribution to the machine learning

research and business communities.

7.1 Future directions

Undoubtedly, this work does not exhaust the topic of demand forecasting using

machine learning and domain knowledge.

The next development steps could certainly address the consideration of the

remaining issues presented in Section 2.3 in the breakdown of demand forecasting

tasks. Some of these, however, would require the acquisition of new data sets and

consultation with experts with domain knowledge (e.g. for the problem of the product

life cycle or the identification of reference products or shops).

Further research related to the proposed algorithm for the induction of survival

action rules is an interesting line of development. The research could investigate the

recommendation capabilities of the given algorithm for different business indicators.

It would also have been possible to explore in greater depth the very subject

of making recommendations, i.e. the actions that could have been introduced to

change the value of an indicator. On this topic, it could be interesting to try using

a counterfactuals [162, 48]. One could compare the recommendations made by the

action rules and counterfactuals.
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[56] Fildes, R., Goodwin, P., Önkal, D. Use and misuse of information in supply

chain forecasting of promotion effects. International Journal of Forecasting,

35(1):144–156, jan 2019.

[57] Fox, J. Applied regression analysis and generalized linear models. Sage Publi-

cations, 2015.

[58] Friedman, J. H. Greedy function approximation: A gradient boosting machine.

Annals of Statistics, 29:1189–1232, 2001.

[59] Friedman, M. The use of ranks to avoid the assumption of normality implicit

in the analysis of variance. Journal of the American Statistical Association,

32(200):675–701, 1937.

[60] Fürnkranz, J., Gamberger, D., Lavrač, N. Foundations of Rule Learning.
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