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Ocena ukladu rozprawy, w tym informacja o jej poszczegdlnych czeSciach
skladowych. Czy rozprawa doktorska prezentuje ogolna wiedz¢ teoretyczng
kandydata w dyscyplinie oraz umiejetno$S¢ samodzielnego prowadzenia pracy
naukowej?

Przedtozona do recenzji rozprawa jest napisana w j¢zyku angielskim i obejmuje 5 rozdziatow
oraz bibliografi¢. Zasadniczy trzon rozprawy stanowi cykl 4 wspotautorskich publikacji
Doktoranta, na ktory sktadajg si¢ 2 referaty opublikowane w materiatach konferencyjnych oraz
2 artykuty opublikowane w czasopismach mig¢dzynarodowych. Rozdzial 1., zatytulowany
Introduction, zawiera krétki opis rozwoju metod sztucznej inteligencji, nast¢gpnie prezentuje
podstawy systeméw ekspertowych, w tym systemow logiki rozmytej, algorytmoéw uczenia
maszynowego oraz, w odrebnym podrozdziale, uczenia glebokiego. W rozdziale tym brakuje
jednak rzeczywistego wprowadzenia czytelnika do faktycznej tematyki rozprawy, czy chocby
nawigzania do jej tytutu. Rozdziat 2, zatytutowany Aim of the doctoral thesis, prezentuje cel
pracy, zarysowany jednak bardzo szeroko i jednocze$nie zdawkowo — Autor ograniczyt si¢
zasadniczo do powtdrzenia informacji zawartych w tytule rozprawy. Rozdziat 3. zawiera
zestawienie wspomnianych publikacji nalezacych do cyklu. Kazda publikacja opatrzona zostata
wstepem, w ktorym syntetycznie podsumowano oryginalno$¢ danego rozwigzania oraz
merytoryczny wklad Autora. Nie podano procentowego udziatu Doktoranta w danej publikacji.
Rozdziat 4. stanowi uzupethienie cyklu publikacji o projekt systemu laczacego elementy
uczenia glebokiego i wnioskowania rozmytego. W rozdziale 5. zamieszczono podsumowanie
badan wraz ze wskazaniem mozliwych kierunkow dalszych prac. Chociaz rozdzial ten
zatytulowano Conclusions, to nie zawiera on jednak oryginalnych obserwacji wykraczajacych
poza istniejgca powszechng wiedzg o potencjalnie szerokim zakresie zastosowan uczenia
glebokiego w inzynierii biomedycznej i problemach z tym zwigzanych.

Podsumowujac, uktad rozdzialéw jest zasadniczo poprawny. Jednak w pracy brakuje
dobrego wprowadzenia do kontekstu rozprawy, uwzgledniajgcego wyrazne 1 logiczne
uzasadnienie do podjecia takich, a nie innych prac, uszczegoétowienia celu pracy, spojnego
podsumowania osiggni¢¢ zaprezentowanych w poszczegolnych pozycjach cyklu publikacji oraz
krytycznej analizy uzyskanych rezultatow. Z drugiej strony, z cala pewno$cig zawarto$¢
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merytoryczna rozprawy $wiadczy o osiggnigciu przez Autora umieje¢tnosci do samodzielnego
prowadzenia prac naukowych oraz pozyskaniu odpowiedniej wiedzy w dyscyplinie, w ktorej
realizowany jest doktorat.

II.  Jakie zagadnienie naukowe jest rozpatrzone w pracy /teza rozprawy/ i czy zostalo ono
dostatecznie jasno sformulowane przez autora? Jaki charakter ma rozprawa
(teoretyczny, doswiadczalny, inny)?

Tematyka podjeta w recenzowanej rozprawie doktorskiej obejmuje szereg rdéznych
kierunkow badawczych dotyczacych zastosowania algorytméw uczenia glgbokiego w tzw.
rozpoznawaniu wzorcow (ang. pattern recognition) w danych, w szczegdlnosci w sygnatach,
biomedycznych. Dynamiczny rozw6j wspomnianych algorytméw, jaki obserwujemy w
ostatnich latach, w tym pojawienie si¢ roznorodnych architektur splotowych oraz
rekurencyjnych sieci neuronowych, a takze metod ich uczenia, w sposob naturalny predestynuje
je do wykorzystania do rozwigzywania ztozonych, nieliniowo uwarunkowanych problemow
klasyfikacji lub segmentacji danych wymagajacych jednocze$nie wytworzenia ich uzytecznej
reprezentacji numerycznej. W literaturze przedmiotu odnalez¢ mozna obecnie liczne przyktady
takich zastosowan. Tym niemniej, rozprawa prezentuje opis eksperymentéw badawczych
przeprowadzonych z udziatem Autora, ktore mimo wszystko zawieraja elementy nowatorskie
na tle aktualnego stanu wiedzy.

Cel pracy zostat zdefiniowany jako proba oceny uzyteczno$ci oraz ograniczen uczenia
glebokiego w réznych dziedzinach inzynierii biomedycznej. Cel ten zostat sformutowany w
rozdziale 2. stosunkowo jasno, moim zdaniem jednak zbyt ogdlnie. Na podstawie lakonicznego
tekstu tego rozdziatu trudno jest ocenié, jaki jest szczegolny wktad Autora do dyscypliny i w
czym, w ramach bardzo pojemnej dziedziny uczenia maszynowego, Doktorant osiggnat
ekspercki poziom wiedzy.

Tezy badawcze w pracy nie zostaty postawione, jednak w kolejnych zataczonych do tekstu
rozprawy publikacjach, ktorych Doktorant jest wspotautorem, okreslono nastepujace
zagadnienia naukowe:

1. W publikacji [43] podjeto probe wytworzenia modelu obliczeniowego do oceny
toksyczno$ci substancji chemicznych na podstawie cech struktury molekularne;j.

2. Publikacja [44] prezentuje model glgbokiej sieci neuronowej do rozpoznawania rodzaju
aktywno$ci  kierowcy podczas jazdy samochodem na podstawie sygnatlu
elektrookulograficznego (EOG).

3. W ramach publikacji [45] wykonano ocen¢ skutecznosci detekcji akcji bicia serca w
sygnale sejsmokardiograficznym (SCG) z wykorzystaniem jednowymiarowej sieci
splotowej do semantycznej segmentacji szeregoéw czasowych.

4. W publikacji [46] zaprezentowano model sieci do semantycznej segmentacji sygnatu
elektrokardiograficznego (ECG), tzn. podzialu zapisu ECG na tlo oraz sekcje
odpowiadajace zatamkom P, T i zespotowi QRS.

Ponadto, w rozdziale 4. zatytutowanym A new Paradigm, przedstawiono oryginalng
koncepcje systemu taczacego elementy logiki rozmytej oraz wuczenia glgbokiego.
Zaproponowany system ma w zatozeniu by¢ odpowiedzig na ograniczenia sieci splotowych, jak
roOwniez systemow wnioskowania rozmytego.



Rozprawa ma wigc charakter eksperymentalno-teoretyczny. Zarowno ,,nowy paradygmat”
przedstawiony w rozdziale 4., jak i publikacje [43]-[46] zawierajg oryginalne projekty sieci
neuronowych, ktorych skutecznos$¢ potwierdzono w eksperymentach wykonanych dla danych
pozyskanych z otwartych repozytoridow lub wytworzonych w ramach prowadzonych badan.

III.  Czy w rozprawie przeprowadzono w sposob wlasciwy analiz¢ zrodel, w tym literatury
Swiatowej, stanu wiedzy, Swiadczacy o dostatecznej wiedzy autora? Czy wnioski z
przegladu zrédel sformulowano w sposob jasny i przekonujacy?

Przeglad doniesien literaturowych dotyczacych zagadnien rozpatrywanych w
poszczegbdlnych pozycjach cyklu artykutow odpowiada wymogom formatu danej publikacji.
Stad w przypadku publikacji konferencyjnych [43] i [45] przeglad ten obejmuje odpowiednio
jedynie 2 1 6 pozycji odnoszacych si¢ bezposrednio do nowych rozwigzan proponowanych
przez Autora, natomiast w przypadku artykutéw [44] 1 [46] liczba cytowanych konkurencyjnych
podjes¢ wzrasta odpowiednio do 15 i 17. Na podstawie przegladu, Doktorant wraz z
pozostatymi wspotautorami publikacji wyciagaja wnioski odnosnie do oryginalnosci wlasnych
metod, w tym:

Ad 43. Hybrydowej architektury glebokiej sieci neuronowej zawierajacej warstwy
splotowe i rekurencyjne. O ile nowatorsko$¢ tego rozwigzania nie budzi
watpliwosci, to jednak zamieszczony tu przeglad literatury jest bardzo skromny.
Kwerenda molecule toxicity prediction deep learning tylko w czasopismie BMC
Bioinformatics wydawnictwa Springer zwraca kilkanascie wynikow powigzanych
z tematem publikacji.

Ad 44. Modelu klasyfikatora do rozpoznawania aktywnosci Kierowcy na podstawie
sygnalu EOG. Zgodnie z informacjami zawartymi w p. 3.2.3 przeglad literatury w
tej publikacji nie nalezat do zadan Autora rozprawy, jednakze ewaluacja
zaproponowanego modelu juz tak. W tym zakresie, Autor dokonal rzetelnego
poréwnania zaprojektowanego modelu z innymi opublikowanymi rozwigzaniami.

Ad 45. Modelu sieci neuronowej do detekcji uderzen serca w sygnale SCG. Przeglad
literatury wykonany przez Autora jest tu stosunkowo szeroki jak na referat
konferencyjny i obejmuje pozycje dotyczace réznych zastosowan sygnatu SCG, jak
réwniez metod jego przetwarzania. Jednakze konkurencyjne rozwigzania
wykorzystujace metody uczenia maszynowego zostaly jedynie wskazane w
cytowaniach [23]-[27] i nie przeprowadzono ich dogl¢bnej analizy. Szczegotowe
roznice wykazano jedynie miedzy proponowanym modelem a podejsciem
opisanym w pozycji [28] i obejmowaly one m.in. algorytm przetwarzania
wstepnego sygnatu, rodzaj normalizacji, czy tez szczegoOty architektury i parametry
sieci neuronowe;.

Ad 46. Modelu sieci do semantycznej segmentacji sygnalu ECG. W tej publikacji
przeglad literatury wyglada na najbardziej rzetelny i spina klamrg wprowadzenie
do artykutu oraz podsumowanie wynikow.

Ze wzgledu na znaczng dywersyfikacje kierunkow badan Autora trudno jednoznacznie
oceni¢ prawidlowos¢ wykonanej analizy zrodtowej. Jednakze mozna zauwazy¢ pozytywny
trend w sposobie prezentacji stanu wiedzy §wiatowej w kolejnych publikacjach, jak rowniez w



rozdziale 4. rozprawy, co §wiadczy ostatecznie o zdobyciu przez Autora dostatecznej wiedzy z
zakresu tematycznego doktoratu.
IV.  Czy autor rozwiazal poprawnie postawione zagadnienia, czy uzyl wlasciwej do tego
metody?

W rozdziale 1 rozprawy Autor opisat systemy eksperckie, w tym algorytmy logiki rozmyte;j
oraz metody uczenia glgbokiego wykorzystane podzniej w przeprowadzonych badaniach.
Rozdziat ten $wiadczy o tym, iz Autor posiada kompetencje w zakresie eksploracji danych oraz
opanowal w stopniu zaawansowanym niezbgdny warsztat narzedziowy. Wybor metod
klasyfikacji danych jest sitg rzeczy arbitralny, chociaz zawiera grup¢ algorytmow nalezacych
do kanonu uczenia maszynowego. Z punktu widzenia celu rozprawy najistotniejsze techniki
inteligencji obliczeniowej zostaly opisane w podrozdziale 1.4 (Deep learning), w ktorym
przedstawiono podstawowe typy warstw sieci neuronowych, metody uczenia, regularyzacji, czy
tez normalizacji danych. Techniki te zostaly wykorzystane do realizacji nastepujacych
projektow:

1. Opracowanie sieci neuronowej do predykcji toksyczno$ci substancji chemicznej na
podstawie jej cech strukturalnych i zapisu symbolicznego [43].

Materiat badawczy w tym zadaniu pracy stanowil otwarty zbiér danych o nazwie
»SMILES Toxicity”. Zgodnie z podanymi informacjami zbiér ten charakteryzuje si¢
znaczng nieroOwnowaga miedzy instancjami nalezagcymi do dwoch klas — czastki
toksyczne (964 przyktady) oraz nietoksyczne (6698 przykladéw). Problem ten oznacza
koniecznos$¢ przetworzenia bazy danych do postaci zrownowazonej lub zastosowania
odpowiedniej wazonej funkcji straty. Autor zaproponowat tu dwa rozwigzania — modele
oznaczone jako I i II zawierajace dwukierunkowe jednostki rekurencyjne (wlasciwe do
przetwarzania sekwencyjnych danych bedacych przedmiotem badania) lub filtry
splotowe. Oba modele nalezy w ogolnosci uzna¢ za prawidlowe podejscia do rozwigzania
zagadnienia, jednakze przyjeta metoda badawcza zawiera pewne mankamenty:

* Model II zawiera istotne réznice w architekturze w stosunku do modelu I, m.in.
warstwy normalizacyjne (BatchNormalization), warstwy splotowe oraz warstwe
redukujaca (MaxPooling). Jednocze$nie zastosowano inng technike uczenia,
obejmujaca wazong funkcje¢ straty, tzw. funkcje ogniskowsg (ang. focal loss), czy tez
cykliczne zmniejszanie wspolczynnika uczenia. Mamy tu wigc natozenie na siebie
dwoéch osi zmian — architekturalnych i1 procesowych. Tymczasem ocena modelu 1T i
poréwnanie z modelem I zostaly wykonana jednocze$nie. Nie mozna wigc ocenic,
ktory czynnik miat wpltyw na poprawe dziatania modelu I, a teza, ze zadziataty oba te
czynniki jest nieuprawniona.

* Model I wydaje si¢ nadmiernie uproszczony. Nie uwzgledniono w nim chocby
warstwy normalizacyjnej, co sugeruje, ze zostal on intencjonalnie oslabiony, aby
wykaza¢ dobroczynne skutki modyfikacji zastosowanych w modelu II.

* Autorzy zwracaja uwage na problem nadmiernego dopasowania (ang. overfitting). Z
jednej strony tym bardziej niezrozumialy jest brak warstwy normalizacyjnej w modelu
I (warstwa ta uczy si¢ bowiem pewnego przesunigcia i rozproszenia w przestrzeni cech
utajonych dla losowych pakietow danych uczacych, uodparniajac sie¢ na zaleznos¢ od
konkretnego rozktadu danych). Z drugiej za$ strony, zaréwno w artykule [43], jak i we
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wprowadzeniu rozprawy (sekcja 1.4.2) nie znajdujemy wyjasnienia dla zastosowania
warstwy typu Dropout.

* Samo zjawisko nadmiernego dopasowania zostato ujete w kontekscie nierownowagi
klas w zbiorze uczacym. Z definicji jednak, problem ten oznacza, ze przetrenowany
model bardzo dobrze rozdziela klasy w zbiorze treningowym, ale nie generalizuje si¢
do danych testowych. Jednakze w przypadku niezbalansowanych danych uczacych
podstawowym problemem nie jest zbyt doktadne dopasowanie si¢ modelu do rozktadu
klas. Przeciwnie nawet — model uczy si¢ ignorowac¢ klase mniejszosciowg poniewaz
btad na niej popetniany ,kosztuje” stosunkowo mato. W tym sensie, ani idealne
zrownowazenie klas, ani wazona funkcja straty nie sg technikami przeciwdziatajacymi
nadmiernemu dopasowaniu i problem ten pozostanie nierozwigzany w przypadku np.
rozbudowanych architektur sieci neuronowych o zbyt duzej liczbie warstw i przez to
duzej pojemnosci pamigci.

* Co wiecej, naiwne nadprébkowanie zbioru danych w celu sztucznego powigkszenia
licznosci klasy mniejszosciowe] — a takie dzialanie podjeto w przypadku uczenia
modelu I — zwigksza ryzyko nadmiernego dopasowania poniewaz hiperplaszyczna
decyzyjna modelu znajduje numerycznie silne podparcie w de facto niedostatecznie
reprezentowanej kategorii danych. Do pewnego stopnia wolne od tego problemu sa
techniki augmentacji danych, np. SMOTE (ang. synthetic minority oversampling
technique). Jak Autor widzi mozliwo§¢ wykorzystania tego rodzaju algorytmow w
zastosowaniu do danych bedacych przedmiotem badan w publikacji [43]?

2. Opracowanie sieci neuronowej do klasyfikacji rodzaju aktywnosci kierowcy na podstawie
sygnatu EOG [44].

Celem tego zadania byto rozwinigcie modelu klasyfikatora, ktory rozpoznawalby jedng z
czterech predefiniowanych aktywnosci kierowcy (parkowanie, jazda w miescie, przejazd
przez skrzyzowanie oraz przez rondo) na podstawie sygnatu EOG mierzonego za pomoca
inteligentnych okularow. Na potrzeby projektu utworzono wtasng baze danych sygnatow
pozyskanych w badaniach z udziatem 10 do$wiadczonych kierowcow i takiej samej
liczby stuchaczy szkoly jazdy. Zgodnie z wykazem zamieszczonym w pkt. 3.2.3,
pozyskanie tej bazy danych nie nalezy jednak do osiaggni¢¢ Autor rozprawy. Ponownie,
zadaniem Doktoranta byto opracowanie i ewaluacja samego modelu klasyfikatora. Autor
zaproponowat stosunkowo prostg architektur¢ sieci zlozong z dwodch szeregowo
potaczonych blokéw zbudowanych z jednowymiarowej warstwy splotowej z funkcja
aktywacji typu ReLU oraz warstwy redukcji danych. Bloki zostaly dodatkowo
rozdzielone warstwg Dropout. Ta prosta architektura okazala si¢ bardzo skuteczna 1
jednoczes$nie wydaje si¢ odpowiednia do relatywnie matego zbioru danych zawierajacego
w sumie 520 pomiarow. Watpliwosci dotycza:

* przetwarzania wstepnego bazy danych — zgodnie z zaproponowang metoda, dtugosci
poszczegblnych sygnatow wyréwnywano do najdtuzszego pomiaru poprzez ich n-krotna
replikacj¢, gdzie n bylto liczone jako stosunek liczby probek najdtuzszego pomiaru
(32,357) do liczby probek danego fragmentu. Czy powstate w ten sposob ciagi danych
nie zawierajg zatem sztucznych wzorcow, nie odzwierciedlajacych faktycznego
zachowania kierowcy? Jaki byt rozktad dtugosci pomiaréw w poszczegodlnych klasach?



Jesli byt to rozktad nierownomierny, to istnieje ryzyko, ze hiperptaszczyzna decyzyjna
klasyfikatora opiera si¢ na cechach zwigzanych z replikacjg ciaggéw probek sygnatu, a nie
ich charakterystycznym przebiegiem.

uzycia w tym samym badaniu zaréwno danych pochodzacych od kierowcow
doswiadczonych, jak i uczacych si¢ jazdy — zostato to umotywowane obserwacja, ze
pomiedzy obiema grupami kierowcow nie wystepuja zasadnicze roznice w zdolnosciach
poznawczych i motorycznych. Nalezy si¢ z tym stwierdzeniem zgodzié, jednakze reakcje
kierowcow doswiadczonych na sytuacje drogowa sa inne, czesto wyuczone i moze
zachodzi¢ w ich przupadku inny mechanizm przetwarzania bodzcow. Skoro autorzy
posiadali informacj¢ o podziale kierowcow ze wzgledu na doswiadczenie, interesujace
byloby sprawdzenie efektywnosci modelu osobno dla kazdej z grup.

. Opracowanie sieci neuronowej do detekcji uderzen serca w sygnale SCG [45].

W pracy wykorzystano publicznie dostepny zbiér danych CEBS, zawierajacy m.in.
sygnaty ECG oraz odpowiadajace im pomiary SCG. Autor przeprowadzit wstepne
przetwarzanie danych, w efekcie ktorego oznaczyt w sygnatach sejsmokardiograficznych
akcje uderzen serca. Oznaczen tych dokonal na podstawie detekcji zatlamkow R w
sygnale EKG. W architekturze opracowanej sieci wykorzystano jednostki Squeeze-
Excitation (SE). Nie wyjasniono jednak w jakim celu skorzystano z tego rozwigzania i
czy podstawowa architektura sieci do semantycznej segmentacji typu U-Net okazata si¢
niewystarczajaca.

. Opracowanie sieci neuronowej do semantycznej segmentacji sygnatu ECG [46].

Podobnie do projektu opisanego w publikacji [45] wykorzystano tu istniejgcg otwartg
baze sygnatow ECG oraz zastosowano architekturg sieci U-Net. Artykut ten wyrdznia si¢
najbardziej wszechstronnym podejsciem do oceny wytrenowanego modelu. Oprocz
metryk typowych dla segmentacji (loU oraz wspdtczynnik F1) wyliczono m.in.
doktadnos¢, czutosé, swoistos¢ 1 precyzje. W odroznieniu od publikacji [45] porownano
takze skuteczno$¢ segmentacji dla sieci zawierajacej jednostki SE, jak roéwniez w
wariancie podstawowym.

. Opracowanie glgbokiej sieci neuronowej do generacji hipotez na potrzeby wnioskowania
opartego o logike rozmyta. Projekt ten stanowi integralng czg$¢ recenzowanej rozprawy
doktorskiej 1 ma stanowi¢ odpowiedz na ograniczenia metod uczenia giebokiego w
konteks$cie zastosowan w inzynierii biomedycznej. Autor rzetelnie przedstawil rodzing
systemOw neuronowo-rozmytych pozwalajacych na automatyczne tworzenie regul na
podstawie przyktadéw ze zbioru uczacego, przechodzac od systemow kooperatywnych,
poprzez modele wspotbiezne, az po systemy hybrydowe. Sposrod tych ostatnich Autor
opisal m.in. systemy typu Mamdaniego, Takagi-Sugeno oraz model adaptacyjny
(ANIFS). Nastepnie przedstawit zalozenia wtasnego rozwigzania, ktore w odréznieniu od
istniejgcych pozwala na zastosowanie dowolnie glebokiej sieci neuronowej i pozwala na
wytworzenie zrozumiatej, interpretowalnej hipotezy wyjasniajacej w miejsce $cisle
okreslonej predykcji. Dziatanie systemu zostalo zilustrowane na przyktadzie tzw.
problemu bramki XOR, ktéry stanowi klasyczne nieliniowe zagadnienie klasytfikacji
danych. Jednakze takie zastosowanie odbiega od tytutu rozprawy i jako takie nie wyjasnia



uzytecznos$ci zaproponowanego podejscia w zadaniach analizy i1 rozpoznawania danych
biomedycznych.

V. Na czym polega oryginalnos¢ rozprawy, co stanowi samodzielny i oryginalny dorobek
autora, jaka jest pozycja rozprawy w stosunku do stanu wiedzy czy poziomu techniki
reprezentowanych przez literature Swiatowa?

Literatura naukowa w zakresie przedmiotu rozprawy doktorskiej jest niezwykle bogata i
prezentuje liczne przyklady zastosowan metod uczenia glebokiego do rozwigzywania
réznorodnych zagadnien przetwarzania danych medycznych. Tym bardziej wykazanie
oryginalnos$ci osiggnie¢ wymaga od Autora bardzo precyzyjnego i rzetelnego przedstawienia
stanu wiedzy i konfrontacji wtasnych wynikéw wzgledem niego. Niestety tekst rozprawy
takiego podsumowania nie zawiera. Tym niemniej jako oryginalne mozna wskaza¢ modele sieci
neuronowych gtebokiego uczenia wytrenowane do poszczego6lnych zadan opisanych w sekcji
IV recenzji. Same modele nie zawieraja nowatorskich elementéw architekturalnych, ale
stanowig przyklady skutecznego zastosowania glebokiego uczenia w obszarach, ktore jak dotad
nie zostaty intensywnie w tym kontekscie przebadane. Najbardziej oryginalnym rozwigzaniem
wydaje si¢ natomiast system neuronowo-rozmyty zaproponowany w rozdziale 4. System ten
dokonuje syntezy hipotezy, np. o przynalezno$ci tensora wejsciowego do okreslonej klasy,
zamiast dokonywac jednoznacznej predykcji. Takie ujecie problemu jest nieoczywiste i
charakteryzuje si¢ duzym potencjatem publikacyjnym. Nie wykazano jednak doswiadczalnie
zwigzku miedzy tym rozwigzaniem a domeng inzynierii biomedycznej, co powinno by¢
zwornikiem prac prezentowanych w rozprawie.

VI Czy autor wykazal umiejetno$¢ poprawnego przedstawienia uzyskanych wynikow i
ich interpretacji (zwiezlos¢, jasnosé)?

Opis osiagnie¢ badawczych Autora rozprawy zostal przedstawiony w postaci 4 wspotautorskich
publikacji oraz jednego rozdziatu zawierajacego nieopublikowany wczes$niej opis koncepcji
systemu neuronowo-rozmytego. Oceniajac te dwa sktadniki pracy jako cato$¢ nalezy uznac, iz
rozprawa jest napisana dobrym jezykiem technicznym o odpowiednim poziomie
szczegblowosci, chociaz zawiera pewne niedociggniecia w zakresie poprawnej prezentacji
wynikow wskazane w sekcji VII niniejszej recenzji.

VIIL. Jakie sg slabe strony rozprawy i ewentualnie jej glbwne wady?

W mojej ocenie najstabsza strong rozprawy jest jej format. Trzonem rozprawy jest cykl 4
publikacji, w ktoérych Autor opisal najwazniejsze osiggnigcia badawcze. Dwie z tych publikacji
stanowig referaty konferencyjne. Sitg rzeczy musza by¢ one zwi¢zte ze wzgledu na ograniczenia
redakcyjne tego rodzaju publikacji. Dlatego Autor nie mogl zaprezentowac szerzej wynikow
swoich prac, ani tez przeprowadzi¢ glgbszej analizy 1 poréwnania ze stanem wiedzy. Tego
rodzaju informacje mogtyby si¢ znalez¢ lub zosta¢ rozwinigte w autoreferacie, ktory stanowitby
przewodnik po publikacjach. Ponadto taki autoreferat pozwolitby na doprecyzowanie celu
rozprawy, ktory jak wskazalem w sekcji Il zostat sformutowany bardzo ogdlnie. Faktem jest
przeciez, ze rozprawa nie wyczerpuje tak szeroko zakrojonego tematu jako zastosowania w
biomedycynie metod uczenia glebokiego. W rozprawie brakuje rowniez tacznika pomiedzy
poszczego6lnymi publikacjami oraz logicznej syntezy technicznych osiggni¢¢ Autora. Wreszcie,



decydujac si¢ na sporzadzenie rozprawy czesciowo w postaci cyklu wspotautorskich publikacii,
oczekiwatbym okreslenia procentowego udziatu Autora w kazdej z nich.

W odniesieniu do poszczegdlnych czesSci rozprawy mozna zauwazy¢ natomiast pewne
szczegdlowe niedociggniecia edycyjne lub merytoryczne wymienione ponizej.

* W publikacji [43]:

o

Brakuje wyjasnienia koloréw przebiegdéw (treningowy, walidacyjny) oraz opisOw osi
na rys. 3 i 4. Ponadto, pomimo, iz funkcja straty maleje w catym zakresie epok, to
jednak doktadnos¢ stabilizuje si¢ od epoki ok. 30. Moze to by¢ oznaka wchodzenia
modelu w stan przetrenowania.

Nie podano, w jaki sposéb liczona byta doktadnos$¢ klasyfikacji, tzn. czy do jej
wyznaczania wykorzystano tzw. metryke zrownowazong (ang. balanced accuracy), co
ma znaczenie w przypadku klas o bardzo r6éznej licznosci.

* W publikacji [44]: o W pkt. 3.2.3 Autor uzywa terminu methodology do okreslenia

swojego wktadu do publikacji polegajacego na opracowaniu modelu sieci neuronowej i
przeprowadzeniu catego procesu jego treningu i1 ewaluacji. Z definicji jednak
metodologia jest naukg o metodach lub badaniem metod. Wkladem Autora nie jest wigc
metodologia, ale sama metoda lub ich zestaw.

©)

Motywacja badan ma by¢ tu poprawa bezpieczenstwa w ruchu na drodze. Nie
wykazano, w jaki sposob opracowany model moglby przyczyni¢ si¢ do osiggnigcia
tego celu. Rozpoznawane przez klasyfikator aktywnos$ci kierowcoéw sg wolnozmienne.
Tymczasem sytuacje zagrozenia bezpieczenstwa charakteryzuja si¢ naglymi i
krotkotrwatymi reakcjami. Czy opracowany system jest zdolny do wykrywania tego
rodzaju zachowan? o Na rysunku 11 nie podano nazw klas, a w tekS§cie nie ma
powigzanie pomi¢dzy numerami a poszczegdlnymi aktywnosciami kierowcow.

* W publikacji [46]:

©)

W dyskusji wynikéw podniesiono kwesti¢ ograniczen zaproponowanego rozwigzania.
Wsréd nich wymieniono zalezno$¢ detekcji uderzenia serca w sygnale SCG od
obecnosci zalamka R w sygnale ECG. Nie wyjasniono, na czym ta zalezno$¢ polega
poza faktem zaetykietowania sygnatu SCG na podstawie analizy sygnatu ECG.

* W publikacji [46]:

(@]

Na rys. 8 wida¢ wyraznie moment (12-13 epoka), po ktérym nastepuje wzrost funkcji
straty dla zbioru walidacyjnego przy jednoczesnie malejacej wartos$¢ tej funkcji dla
zbioru treningowego. Oznacza to, iz model zostat przetrenowany. Nie zostato to jednak
w zaden sposob skomentowane w artykule. Czy wyniki zamieszczone w tabelach 11
2 oraz na rys. 9 zostaty obliczone dla modelu z najmniejszg funkcja straty dla zbioru
walidacyjnego, czy dla modelu odpowiadajgcemu ostatniej epoce?

Macierze pomytek pokazane na rys. 9 zostaly blednie znormalizowane wzgledem
calkowitej liczby wektorow danych. Tymczasem normalizacja powinna odby¢ si¢ w
poszczegdlnych kategoriach, tak aby wartosci w rzgdach sumowaty si¢ do 1.



VIII.  Co wniosla rozprawa do nauki i/lub techniki oraz ocena rozprawy

Autor rozprawy wykazal, ze zastosowanie metod inteligencji obliczeniowe] umozliwia
skuteczne rozpoznawanie sygnaldw i danych biomedycznych. Opracowane metody zostaly
poddane weryfikacji dla danych zebranych podczas badan lub pozyskanych z
ogolnodostepnych repozytoriow danych. Za oryginalny wklad Autora do dyscypliny inZynieria
biomedyczna uwazam opracowanie zestawu algorytmow do klasyfikacji toksyczno$ci molekut,
rozpoznawania aktywnos$ci kierowcoOw na podstawie sygnalu EOG, detekcji uderzen serca w
sygnale SCG oraz semantycznej segmentacji sygnatu ECG. Ponadto Autor zaproponowat
oryginalng koncepcje systemu neuronowo-rozmytego. Prace te inicjuja nowy kierunek badan
nad algorytmami uczenia giebokiego, ktore zapewniajg wiekszy niz obecnie dostgpny poziom
wyjasnialno$ci i transparentno$ci procesu decyzyjnego.

Whiosek koncowy

Stwierdzam, ze przedlozona do recenzji rozprawa doktorska spetnia wymagania Ustawy Prawo
o szkolnictwie wyzszym i nauce z dnia 20 lipca 2018 roku, Dziennik Ustaw Nr 2018, poz. 1668
z p6zn. zm. Wnioskuj¢ o dopuszczenie rozprawy doktorskiej mgra inz. Konrada Duraja do
publicznej obrony.

Podpisat Artur Klepaczko (podpis odrgczny)



