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1. Uldad i tresé¢ rozprawy

Praca doktorska, napisana w jezyku angielskim, posiada 101 stron i podziclona jest na pigé
rozdziatéw. Praca przedstawiona jest w postaci monografii i ma nietypowy uklad, w ktérym
cztery publikacje stanowig jeden z Jej $rodkowych rozdziatéw. Pomijajgc zataczone artykuly,
praca zawiera 28 rysunkéw, w wiekszofci zapozyezonych z literatury oraz Internetu.
W rozdziale pierwszym autor rozprawy przedstawia wstep do pracy, krotko opisujgey historie
sztucznej inteligencji i omawiajgcy, kolejno, systemy eksperckie, logike Tozmyts, uczenie
maszynowe, oraz glgbokie uczenie. W drugim rozdziale autor przedstawia cel pracy oraz
opisuje sposob przedstawienia dorobku w rozdziale 3. Ten kolejny rozdziat obejmuje cztery
opublikewane prace stanowigce dorobek naukowy autora oraz zwiezly opis wkiadu wiasnego
w kazdg z nich. Rozdzial czwarty po$wigcony jest alternatywnemu podejiciu, 1gczacego
glebokie uczenie z logikg rozmyts. W ostatnim piatym rozdziale pracy autor przedstawia
wnioski. Koficowa cz¢$é pracy zawiera bibliografig (65 pozycji), liste symboli i skrétéw,
streszczenia pracy w jezyku angielskim i polskim oraz krétkie CV autora.

Akceptujg koncepcj¢ autora pracy co do jej ukladu, ale uwazam, e praca mogla byé
napisana spojniej, na przyklad, poSwigcajge wigcej miejsca w rozdziale tizecim opisowi
dorobku i umieszczajac opublikowane prace na koficu pracy w postaci zatgcznikéw,

2, Uwagi merytoryczne

2.1. Uwagi do rozdzialu plerwszego

Praca zostala napisana poprawng angielszezyzng z malg iloscig literdwek. Rozdzial pierwszy,
pomimo jego wstgpnego charakteru, zawiera duzo niedociagnigé redakcyjnych (np., istnienie
lub brak spacji przed cytowaniem prac, rézne konwencje cudzyslowdw, réine style
literatury/bibliografii} oraz merytorycznych. Opisujgc historig sztucznej inteligencji antor opart
si¢ na jednym dobrze znanym rddle, cytujac je, na przyklad na pierwszej stronie pracy az sze$d
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razy. Podobnie, do opisu systembw eksperckich autor odnosi si¢ do jednego niezbyt trafhie
dobranego zrodta z 1986 roku zamieszezonego IEEE Journal of Oceanic Engineering. Kolejno,
do opisu logiki rozmytej, antor odnosi si¢ do strony internctowej (codecruck.com), z ktérej to
niefrasobliwie kopiuje, wraz z blgdami, wszystkie zamieszczone w tym podrozdziale rysunki.
W szczegdinosei, Rys. 1.2 nie odpowiada réwnaniu 1.2 (zamieniony miejscami jest parametr b
z parametrem c; brak oznaczenia osi odeigtych), Rys 1.4 nie odpowiada réwnaniu 1.4 (parametr
o nie zawiera sig pomigdzy 0.1m i 0.9m; dodatkowo ten ostatni punkt nie ma sensu, gdyz 0.9m
nie moze by¢ wigksze niz m, zakladajac m > 0. Rys 1.5 nie odpowiada réwnaniu 1.5 (punkty
przegigeia funkcji w punktach ¢ — a oraz ¢ + g powinny wynosi¢ 0,5; oznaczenia x oraz y
w Srodku wykresu nie majg sensu; z rysunku wynika, Ze b = 2g, co nie jest trafnym
przedstawieniem funkcji, gdyz oba te parametry moga by¢ niezalezne). Dalej, odniesienie sig
do pozycji literaturowej [S], ktéra jest p6lstronicows recenzja ksigzki, ktérej tematyka jest
spdjna z omawianym tematem w danym miejscu pracy, uwazam za niestosowne. Odchodzac
w tym miejscu od opisu rozdzialu pierwszego naleZy wskazaé, ze bibliografia przedstawiona
na stronach 91-96 nie jest sp6jna i stanowi konglomerat informacji automatycznie zacigganych,
na przykiad, przez strong Google Scholar. W mojej opinii, ,,bogactwo™ styli przedstawiania
literatury $wiadczy o tym, Ze autor pracy nie dokonal w pelni przegladu tych prac ani
weryfikacji zasadnoci ich cytowania. Pojawianie si¢ w cytowaniu pracy jej ceny jak i adresu
poczty elektronicznej do dziatu sprzedazy powinno (przy nawet pobieznym przegladzie pracy)
by¢ sygnatem ostrzegawczym dla autora, e jest to nieodpowiednio sformatowana pozycja
literatury. Do oceny bibliografii wrocg w dalszej czgéci mojej recenzji.

W opisie uczenia maszynowego autor odnosi sig do dwdch Zrédel literaturowych:
populamej pozycji autorstwa Burkova (w pozycji [7] jest literéwka, ,houndred” zamiast
whundred™), podejmujac sig streszozenia na dwéch i pot stronach tego, co Burkov trafnie
dokonat na stu, oraz bardzo dobrego podrecznika autorstwa Shalev-Shwartza i Ben-Davida
(pozycija {9]). Opis stowny dotyczacy tematu uczenia maszynowego jest akceptowalny, biorge
pod uwagg wstepny charakter rozdziatu. Niestety, kiedy autor przechodzi do opisu
matematyoznego metod, pojawiajg si¢ problemy natury formalnej, takie jak brak opisu
poszczegblnych oznaczen (np. y; oraz j w x¥ na stronie 7, y; w réwnaniu 1.9),

Lepiej opisang czgfcig pierwszego rozdzialu jest ta poswigcona glebokiemm uczeniu,
chociaz tu tez fragmenty opisu matematycznego nie s przestawione w sposdb rygorystyczny
(brak formalizmu w rownaniach 1.13-1.15; brak oznaczenia i w rownaniu 1.29; brak
oznaczenia & w réwnaniach 1.20 oraz 1.21; sim vs \sim (w zapisie LaTeX) w réwnaniach 1.22
i 1.23; kompletny brak oznaczefi w réwnaniach 1.22, 1,23 oraz 1.31; to samo oznaczenie L dia
funkcji start i jgj logarytmm w réwnaniach 1.20 oraz 1.21; brak wyjaénienia co do parametréw
10000 oraz dmess W réwnaniach 1.29 oraz 1.30). Lepigj opisana jest czedé dotyczaca sieci
konwolucyjnych, chociaz to tez formalizm dla wartoéci dyskretnych wymaga aby ¢ w réwnania
1.26 bylo zastapione przez +, i podane w nawiasie kwadratowym. Dodatkowo, na stronie 17
~asterik” powinno byé ,,asterisk”,

Podsumowujac, strong redakeyjng rozdziat pierwszego oceniam nisko. Wszystkie rysunki
W tym rozdziale s3 zapoZyczone, czg$¢ z nich zatgczona jest w slabej rozdzielczosci, Opis
mefod jest miejscami zdawkowy bez uwzglednienia formalizmu matematycznego
wymaganego od prac naukowych w dziedzinie nauk technicznych.



2.2, Uwagi do rozdzialu drugiego

Rozdzial drugi to zaledwie pdistronicowy opis celu pracy, ktéry w thuimaczenin brzmi:
»Gléwnym celem tej pracy jest ocena réznych zastosowan, w ktbrych glebokie uczenie moze
by¢ pomocne w inzynierii biomedycznej”. W mojej opinti, nie jest to dobrze zredagowany cel
pracy dokrtorskiej, gdyZz pomimo tego, Ze autor, w przedstawionych w kolejnym rozdziale
pracach stanowigcych jego dorobek naukowy, rozwaza rézne =zastosowania uczenia
maszynowego, to jednak nie dokonuje w nich formalnej oceny samego zastosowania. Celem
pracy byla wige ocena metod glgbokiego uczenia w zastosowaniach, a nie ocena zastosowan.

2.3. Uwagi do rozdziglu trzeciego

Pierwsza praca, jaka autor dolaczyl do dysertacji dotyczy przewidywania toksycznoéci
czasteczek przy uzyciu glebokiego uczenia sig. Praca zostala opublikowana w materialach
mi¢dzynarodowej konferencji studenckiej pod egidg IEEE. Prace uznaje jako pierwsze kroki
jakie autorzy poczynili w swoich karierach naukowych, gdyz wérdd autoréw nie znalazlem
starszych do$wiadczonych naukowcédw. Praca opisuje pewne manipulacje typowe dla technik
uczenia maszynowego, a zwigzek jaki ma z dyscypling inzynierii biomedycznej jest fakt uzycia
w niej publicznie dostepnego zbioru danych pewnych molekut (kaggle.com). Zgodnie
z deklarowanym udziatem autora dysertacji, kieruja do niego nastgpujace pytania:

1. Abstrakt/wyniki. Dokladnoé¢ modelu 1 i 2. Zakladajac notacie U, W, oraz T,
odpowiednio dla zbioru uczacego, walidujacego oraz testowego, jak wythimaczyd
ponad 10% lepsza doldadnoéé modelu 2 wzglgdem model 1 dla T, przy ponad 10%
gorsze) dokladnoScr tego modeln dla Ui W?

2. Abstrakt. Ile bylo nietoksyeznych molekul, 6698 czy 69987

3. Wstep. Ostatni akapit. Do jakich obecnych metod odnosi sie krytyka? Brak odniesiefi
do Zrodel literaturowych,

4. Materiaty i Metody. Jak wyodrebniono 4500 prébek z dostepnych 6760? Dlaczego
45007 W jaki sposdb powielono 937 probek by otrzymaé 32407 Dlaczego 32407 Nie
znajduje w pracy informacji na temat uzasadnienia wybranyech przez antora wielkosei
prob.

5. Czym réini si¢ zaproponowany przez autora model 1 od modelu Fanconi’ego,
umieszczonego na kaggle.com wraz z danymi o molekutach?

6. Jak dobrano wartosci wag w model 2? Dotyczy wag 3 i 0,5 odpowiednio dla klasy
toksycznych molekul i tych nietoksycznych.

7. Skad sie wzieta liczba parametréw réwna 3296657

8. Rys 2. Jak uzasadnié potrzebe dwukrotnego powielenia blokéw (batch_normalization,
conv]ID) oraz max_poolingld_1)?

9. Wyniki. Rys. 3 oraz 4. Co jest oznaczone kolorem czerwonym, a co niebieskim?
Rysunki nie majg oznaczonych osi. Rys 4c nie przedstawia kraywej ROC. Z zwiazku
Z fym, co on przestawia?

10. Dlaczego wyniki model: 1 i 2 nie zostaly skontrastowane z wynikami metod, ktére byly
krytykowane na wstepie?

Podsumowujgc, autor kwestionuje zasadnoéé uzycia innych metod nauczania, lecz krytyka ta
nie odnajduje uzasadnienia w wynikach. Autor wykorzystuje publicznie dostgpny zbior danych
niezréwnowazonych, w kiérych potrzeba jest zastosowania metod rozwiazujgcych problem
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nadmiernego dopasowania. Poszczegélne konfiguracje i parametry modelu zostaly w tef pracy
dobrane empirycznie bez uwzglednienia systematycznego podejécia do rozwigzywania tego
problemu.

Drugi artykul zalaczony w rozdziale 3 to wieloautorska praca dotyczgca rozpoznawania
aktywnoéci kierowcow za pomocs uczenia maszynowego w oparcin o dane pochodzace
z sygnaldw elektroencefilograficznych (EEG) i elektrookulograficznych (EOG). Praca zostala
opublikowana w miedzynarodowym czasopiSmie  Electronics (MDPI). Zgodnie
z deklarowanym udzialem autora dysertacji (m.in. przetwarzanie wstepne, opracowanie
modelu uczacego, trening i testowanie), kieruja do niego nast¢pujace pytania;

1. Przy tak duzej rozpigtosci wielkoéci prébek (od 320 do 32357), jak vzasadmié procedure
konkatenacji danych? W jakim stopniu procedura ta obeigza (z ang. bias) uzyskane
wyniki?

2. Czy ismiejg dowody, Ze podzial 20/80 % danych na uczenie/walidacj¢ daje najlepsze
wyniki? Praca nie zawiera tej informacji.

3. Diaczego w pracy nie ma zbioru testujacego?

4. Rys. 5i 6 nie pokrywaja sie z informacjg weze$niej zamieszczona w tekicie. Czy jest
na to wytlumaczenie? Uwazam, ze rysunki te mogly zostaé zastgpione 2. lub 3. linijkami
tekstu.

5. Rys. 7 (generowany przez Keras). Staba jakoé¢ oraz brak oznaczef, Czy ,batch stze”

jest ,,None” (rysunek), czy tez 20 (tekst)?

Skad sie wzielo 64 map cech?

Dlaczego ustawiono wskaznik ,dropout” na 0,57
Czemu zdecydowano si¢ na 100 epok?

9. Rys. 10. Brak oznaczen wartoéci na osi odcietych.

10. Rys. 11. Co oznaczajg etvkiety 0, 1, 2, 39

11. Strona 12 artykuh. Cztery rézne postacie czcionek dla »F1 score”.

12, Dyskusja zostala przedstawiona na postawie danych od 20 kierowcéw
(10 dodwiadczonych i 10 uczacych sig). To bardzo male grupy. Réznice pomiedzy
grupami nie s3 oméwione. Dlaczego wiec zdecydowano sig na dwie grupy?

Podsumownjae, autor sprawnie uzywa narzgdzi programistycznych w celu maksymalizacji
oczekiwanych wynikéw nauczania maszynowego, ale tu te wyrazny jest brak stosowania
systematycznych metod naukowych. Opracowany model zostaty zwalidowany, ale nie zostal
przetestowany na danych niczaleznych.

® =N o

Trzeci artykul zalgczony w rozdziale 3 jest réwniez wicloautorskq pracg dotyczaca detekeji
bicia serca na podstawie sejsmokardiogramu z segmentacjy semantyczng. Tu autor dysertacji
Jest pierwszym autorem i deklaruje dominujacy udzial w powstanie pracy. Praca zostala
opublikowsana w materialach flagowe; migdzynarodowej konferencji naukowej w dyscyplinie
inzynieria biomedyczna pod patronatem IEEE. Jakodé prezentacyjna tego artykutu jest duzo
lepsza od tych w omawianych wyzej dwéch artykutéw. Jako$é to przejawia sig nie tylko
w postaci lepszych rysunkéw (chociaz weias, na przykiad, brakunje opisu osi oraz jednostek na
Rys. 2), ale réwniez w formalizmie matematycznym i calej strukturze artykutu, Co do SAInego
modelu, zrealizowanego na bazie sieci U-net, tu tez w duzej mierze dobrano jego parametry
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W sposob empiryczny. Wazne jest jednak, Ze ta empiryka jest tu wyartykulowana
i skomentowana. Dobrze skontrastowane sa tez wyniki tej pracy do tych uzyskanych przez
Suresh et al. (pozycja [28] literatury), kiorzy uiyli podobnej architektury do rozwiazania
problemu estymacji bicia serca. Podsumownjac, prace przedstawiong w artykule trzecim
maozna uzna¢ jako znaczgey dorobek do doktoratu autora dysertacii.

Czwarty artykul zalaczony w rozdziale 3 jest kontynuuje temat detekeji bicia serca na
podstawie sygnaléw elektrokardiograficznych oraz uzycia segmentacji semantycznej. To
rowniez praca wieloautorska opublikowana w Applied Sciences (MDPI). Podobnic Jjak
w artykule trzecim, autor dysertacji deklaruje dominujacy udziat w powstanie pracy. Do tej
pracy mam nastepujace pytania:

1. Dane zostaly podziclone w stosunku 80/20 % dla U/T (nomenklatura jak wyzej).
Nastgpnie ze zbioru T wyodrebniono 20% dla W. Skad taki podzial? Rys. 2 nie
potwierdza tego, co napisane w tekscie.

2. Skad wzigta sig liczba 34305156 parametréw i dlaczego 34816 2 nich nie nadawaly Si¢
do uczenia?

3. Zakiadajac, Ze na osiach odcietych w Rys. 4-8 sy epoki (fu znéw brak oznaczen
wszystkich osi), dlaczego wyniki s3 pokazane dla 22 epok, skoro w tekécie Jjest mowa
0 wezesnym zakoficzeniu procesu po 20 epokach?

4. Dlaczego swoistos¢ i czulo$é (Rysunek 5) spada po 10-14 epokach dla zbioru
walidujgcego?

5. Dlaczego wepblezynnik strat (Rysunek 7) roénie po 10-14 epokach dla zbioru
walidujgcego?

6. Jak wygladalyby tc przebiegi dla dalszych epok?

Podsumowujac, prace przedstawiong w artykule czwartym mozna uznaé jako znaczacy dorobek
do doktoratu autora dysertacji. Niemniej, tu zndéw nie ma rygoru w prezentacji wynikow
naukowych,

2.4. Uwagi do rozdzialu czwartego

Rola rozdziatu czwartego pracy zatyndowanego ,Nowy paradygmat” jest dla mnie
niezrozumiata; cho¢ dopiero w tym miejscu, zrozumiale si¢ staje opisanie logiki rozmytej
w rozdziale pierwszym. Wigczenie logiki rozmytej do uczenia maszynowego mozna nazwad
nowym podejéciem, ale lepiej byloby go nazwaé alternatywnym, gdyz pierwsze prace na ten
temat zaczgly pojawiaé sig juz prawie 10 lat temu, Rozdzial czwarty stanowi wigc kolejny
przeglad literatury, majacy najprawdopodobnie] na celu opisanie nowych kierunkéw rozwoju
uczZenia maszynowego zmniejszajgee ograniczania obecnie rutynowo stosowanych metod. Styl
1 prezentacja tego rozdziah: sg réwnie stabe jak rozdziah pierwszego. Wiekszoéé rysunkdw jest
zapozyczonych, brak rygoru w opisie réwnaf matematycznych, brak opisu oznaczef, Cel
podrozdzialu 4.4.3, pokazujgeego przykiadowe rozwigzanie, jest dla mnie niezrozumiaty,
Autor deklarnje, Ze pojgeie uczenie sig W oparciu o reprezentacjg rozmyts jest nowe, Tak moze
bylo, ale juz nie jest (praca Zhang et al. z marca 2023 r. [Zhang CY, Lin YN, Chen CP, Yao
HY, Cai HC, Fang WP. Fuzzy Representation Learning on Graph. IEEE Transactions on Fuzzy
Systems. 2023 Mar 6.]). Podsumownjge, rozdziat czwarty moglby byé catkowicie pominiety,



gdyz przykiady w nim zaprezentowane sg zbyt wezesne by stanowilyby znaczacy wkiad do
pracy naukowej autora.

2.5. Uwagi do wnioskéw

We wnioskach autor wpierw podsumowuje to co juz zostalo napisane wczedniej w pracy,
anastepnie wylicza kilka oglinych i oczywistych refleksji na temat gigbokiego uczenia
maszynowego. W moje] opinil, rozdzialt ten moglby byé zatytulowany Podsumowanie.

2.6. Uwagi do bibliografii

Wyrazny jest brak spdjnoscei w pozycjach literatury:

Imiona autordw s podawane czasami w caloéci, czasami tylko inicjaly,
w wielu pozycjach brak zrédla publikacii,

niespojny opis stron, numeréw i woluminéw,

Niespoiny opis pozycji ksigzkowych,

niesp6jnoé¢ w uzywaniu pierwszych duzych liter w nazwie czasopism,
niespdinosc w hiperlinkach (aktywny/nieaktywny).

A o e

3. Uwagi kohicowe

Rozprawa opisuje cickawe badania zwigzane z zastosowaniem narzgdzi uczenia maszynowego
do kilku zastosowan biomedyczaych. W podsumowaniu nwag merytorycznych, pomimo
wyraznych niedociggniet, jako recenzent doceniam umiejetnosei kandydata do samodzielnego
prowadzenia pracy naukowej oraz przedstawienia w pracy oryginalnych rozwigzaf probleméw
naukowych, stanowigcych dorobek kandydata. Jednocze$nie, zwracam uwage na
powierzchowny opis tego dorobku, ktéry nie oddaje sprawiedliwoéci wykonanej pracy
naukowe;j.

Podsumownjgc stwierdzam, ze recenzowsdna przeze mnie praca spetnia formalne wymagania
stawiane pracom doklorskim w ustawie: art. 187 ust 1 i 2 Ustawy z dnia 20 lipca 2018 1. Prawo

o szkolnictwie wyiszym i nauce i wnosze o dopuszczenie m gra. inz. Konrada Duraja do dalszych
etapéw przewodu doktorskiego.

Wroclaw, 4 wizesnia 2023 1.

Podpisat Robert Iskander (podpis odreczny)



