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Abstract

In the past decade, artificial intelligence has been the subject of intense media hype
and research investigation. Deep learning, in particular, has emerged as the go-to
technology for information processing. The ability of the neural networks to learn from
data, approximate highly nonlinear patterns, and processing unstructured data make
it possibly the most powerful technology nowadays. A sector that can benefit the most
from advancements in this field is biomedical engineering. This thesis presents novel
applications for this technology in the biomedical engineering domain and also discusses
what is missing to fully apply these methods in real world scenarios. In the last chapter,
a new paradigm is proposed which addresses some of the discussed shortcomings. The
dissertation is divided into an introduction and theoretical analysis, a set of publications
representing the contribution of the author to applying deep learning in biomedical
applications, and the proposition of a new methodology.

Keywords: deep learning; biomedical engineering; fuzzy logic; fuzzy inference sys-
tems.
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Chapter 1

Introduction

1.1 History of artificial intelligence

Despite being studied for many years, artificial intelligence (AI) is still one of the most
enigmatic topics in computer science. This is because the subject is so broad and hazy.
AI includes everything from extremely intelligent machines to search algorithms used
in board games. It can be applied in almost any way we use computers nowadays.
Although it is difficult to pinpoint, the roots of AI can probably be traced back to the
1940s, specifically 1942, when the American Science Fiction writer Isaac Asimov pub-
lished his short story Runaround [1]. In 1950, Alan Turing, a mathematician widely
referred to as the father of computer science, published his seminal article entitled
“Computing Machinery and Intelligence”, where he described how to create intelligent
machines and in particular how to test their intelligence. This Turing test is still consid-
ered today as a benchmark for identifying the intelligence of an artificial system. The
test was set up as an experiment to validate that a human interacting with a machine
through language will not be able to distinguish the machine from other humans[1]. The
term artificial intelligence was first coined by McCarthy in 1956 when he held the first
academic conference on the subject. Together with Marvin Minsky (another computer
scientist),organized an eight-week workshop on artificial intelligence called Dartmouth
Summer Research Project on Artificial Intelligence (DSRPAI) at Darthmouth College
in New Hampshire. The objective of DSRPAI was to bring together researchers from
various fields to create a new research area that aims to build machines capable of
simulating human intelligence [1].

1.1.1 AI spring

Following the Dartmouth Conference, the field of artificial intelligence has experienced
substantial success for nearly two decades. An early example is the famous ELIZA
computer program, created between 1964 and 1966 by Joseph Weizenbaum at the Mas-
sachusetts Institute of Technology [1]. ELIZA was a natural language processing tool
capable of conducting a conversation with a human and one of the first programs capa-
ble of attempting to pass the Turing test mentioned above [1]. In 1970, Marvin Minsky
gave an interview to Life Magazine in which he stated that a machine with the general
intelligence of an average human being could be developed in three to eight years [1].
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1.1.2 AI winter

Three years after the aforementioned claim made by Marvin Minsky, immense invest-
ments in AI development have provoked sharp criticism from the US Congress. In the
same year, British mathematician James Lighthill questioned the optimistic progno-
sis offered by AI researchers in a paper commissioned by the British Science Research
Council. In games like chess, machines would only ever be able to compete at the
level of a ”seasoned amateur”, according to Lighthill, and they would never be capable
of using common sense reasoning. As a consequence, the British government stopped
funding research into AI. This period started the AI Winter. Although the Japanese
government began to heavily fund AI research in the 1980s, to which the US DARPA
responded by a funding increase as well, no further advances were made in the following
years [1].

1.2 Expert systems

An expert system seeks to capture the knowledge of a human expert-an individual
whose knowledge within a highly specialized area is recognized to be superior [2]. To
understand how expert systems operate, it is necessary to understand a few fundamental
ideas.

1.2.1 Knowledge engineering

The process of collecting knowledge from human experts and representing it in a com-
puter is called ’knowledge engineering’. There are really two problems here: acquiring
and representing human knowledge in the computer system. Knowledge acquisition is
the process of extracting knowledge from the human expert [2]. Knowledge represen-
tation is a process of converting acquired knowledge into a form that can be accessed
and processed using a computer.

1.2.2 Knowledge base

Software engineering can collaborate with human subject matter experts to understand
a particular area of concern. Next, they use the many programming languages and tech-
niques available to AI to encode this knowledge, building a knowledge base. The notion
of a knowledge base leads to the concepts of knowledge-based systems and knowledge-
based programming. The field of knowledge-based systems is closely related to the field
of expert systems. A knowledge-based system may be thought of as a system that
possesses general knowledge, perhaps extracted from multiple individuals and perhaps
from general reference works within a particular problem domain [2]. There are several
types of data structures that can represent a knowledge base.

• Hierarchical tree structure - this knowledge base organizes the information
into a tree-like structure where each node in the tree represents a category or a
sub-category,

• Relational database - this knowledge base organizes the information in a form
of rows and columns,
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• Graphs - a knowledge graph represents objects as nodes and their relation to
each other as links. This can be useful for representing complex and abstract
relationships between different pieces of information,

• Fuzzy base - a system that utilizes fuzzy logic to represent knowledge via lin-
guistic variables and fuzzy rules that apply to them. It was created to mimic the
human way of dealing with ambiguity in the data.

1.2.3 Fuzzy logic

Fuzzy logic is a mathematical framework for dealing with uncertainty and imprecision
in decision-making. It was first introduced by Lotfi A. Zadeh, a mathematician and
computer scientist, in 1965 [3]. Zadeh came to the conclusion that many real-world
issues are too intricate to be explained by conventional binary logic, which only accepts
true or false values. Instead, he suggested ”fuzzy logic,” a more flexible method that
accepts varying degrees of truth and partial degrees of membership in categories. De-
pending on how well a specific item or notion fits into several categories, fuzzy logic
assigns varying degrees of membership to those categories. Numbers between 0 and 1
are used to symbolize these degrees of membership, with 0 denoting ”not a member at
all” and 1 denoting ”completely a member.” Functions that fuzzify an input feature are
called membership functions. The most popular membership functions used nowadays
are listed below:

1. Singleton - assigns membership value of 1 to a particular value of x (input
variable) and assigns 0 to the rest. It is represented by an impulse function. A
mathematical formulation is presented by 1.1. The graphical representation of
this function is presented in Figure 1.1

Figure 1.1: Singleton membership
function [4]

µ(x) =

{
1 if x = c

0 otherwise
(1.1)

2. Triangular - assigns the membership value following a triangular-shaped func-
tion. It is defined by three parameters: a lower bound a, an upper bound b, and
a peak value c. The membership function increases linearly from a to c, reaches
its maximum value of 1 at c, and then decreases linearly from c to b. The math-
ematical formula is described as 2. The graphical interpretation is presented in
the figure 2
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Figure 1.2: Triangular membership
function [4]

µ(x) =


0 if x ≤ a
x−a
c−a

if a < x ≤ c
b−x
b−c

if c < x < b

0 if x ≥ b

(1.2)

3. Trapezoidal - this membership function is defined by four parameters: a lower
bound a, a left plateau b, a right plateau c, and an upper bound d. The mem-
bership function is 1 in the range between b and c, and increases linearly from a
to b and from c to d. The mathematical formula is described as 3. The graphical
interpretation is presented in Figure 1.3

Figure 1.3: Trapezoidal member-
ship function [4]

µ(x) =



0 if x ≤ a
x−a
b−a

if a < x ≤ b

1 if b < x ≤ c
d−x
d−c

if c < x < d

0 if x ≥ d

(1.3)

4. Gaussian - this membership function is defined by two parameters: a mean value
m and a standard deviation σ. The mathematical formula is described as 4. The
graphical interpretation is presented in Figure 1.4
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Figure 1.4: Gaussian membership
function [4]

µ(x) = exp(−(x−m)2

2σ2
) (1.4)

5. Generalized Bell - this membership function is defined by three parameters: a,
b, c. This function has a maximum value of 1 at x = c, and gradually decreases to
0 as x moves further away from c in either direction. The parameter a determines
the width of the curve, while the parameter b controls the shape of the curve,
allowing it to be symmetric (when b = 1) or skewed (when b ̸= 1). The parameter
c determines the center of the curve. The mathematical formula is described as
1.5. The graphical interpretation is presented in Figure 1.5

Figure 1.5: Generalized Bell mem-
bership function [4]

µ(x) =
1

1 +
∣∣x−c

a

∣∣2b (1.5)

Fuzzy logic is particularly useful for systems that involve human judgment or per-
ception, where there is often a great deal of ambiguity or uncertainty. Some popular
applications of fuzzy logic include control systems for industrial processes, image and
signal processing, and decision making in fields such as finance and medicine [5].Systems
that use fuzzy logic to determine what to do next are called fuzzy systems. A set of
fuzzy rules that describe how several inputs should be combined to produce an output
often makes up these systems. The rules are typically stated as ”if-then” phrases, such
as ”lower the flow rate if the temperature is too high.” The system then combines these
rules using fuzzy logic to create the final result, which can be either a numerical number
or a collection of language phrases (e.g. ”hot,” ”medium” or ”cold”) [6].
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1.2.4 The downfall of expert systems

Expert systems were once hailed as a breakthrough technology that would revolutionize
the way people solve complex problems. However, their popularity declined in the
early 2000s, and today they are being used less and less. One of the main reasons for
the downfall of expert systems is their inability to learn from data; they rely on the
predetermined set of rules and expertise provided by the human experts. Thus, these
systems at their peak will be as good as the software engineers who created them and
are incapable of providing new ideas in the scope of scientific knowledge. They are
incapable of processing unstructured data such as:

• images,

• text,

• time-series,

• graphs,

• videos.

which decreased their utilization even more. Overall, expert systems’ demise can
be largely linked to their limited capacity for learning and adaption, their reliance
on human subject matter experts, and the development of more sophisticated and
adaptable technology.

1.3 Machine learning

Expert systems were the first attempt to make computers solve problems in our daily
life. The biggest flaw in their development pipeline was the fact that they required
humans at every step, from data collection, through feature extraction, to decision-
making at the very end. Researchers working in the field of AI saw that flaw and
developed a series of solutions that would automate at least one of these steps, decision
making. Those algorithms expect a series of features describing a particular problem
and try to map it onto the decision space by adjusting the decision boundary, which
is a hyperplane that separates the input space into different regions based on a given
classification rule. When given enough examples those statistical models can actually
become a good estimator for future data points. There are several modes of learning
(optimization methods) and potential methods for each of them.

1.3.1 Modes of learning

There are three main modes of learning. Two of them concern how much we help the
machine make the correct predictions. The third is about teaching an algorithm to do
things/explore the environment.

1. Supervised learning - this mode of learning is often described as the student-
teacher mode. In supervised learning, the data set is a collection labeled examples
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(xi, yi)
N
i=1. Each element xi among N is called a feature vector. A feature vector is

a vector in which each dimension j = 1, ..., D contains a value that describes the
example in some way. Each feature is denoted as x(j). The goal of a supervised
learning algorithm is to use the data set to produce a model that takes a feature
vector x as input and outputs information that allows to label this feature vector.
For example, the model created using the data set of people could take as input
a feature vector describing a person and output a probability that the person has
cancer [7].

2. Unsupervised learning - in this mode the data set is a collection of unlabeled
examples xi

N
i=1. The goal of an unsupervised learning algorithm is to create a

model that takes a feature vector and either transforms it into another vector
(often called an embedding) or into a value that can be used to solve a particular
problem. For example, in clustering, the model returns an identifier for a specific
cluster for each feature vector in a data set. In dimensionality reduction, the
output of a model is a feature vector that has fewer features than the input x. In
outlier detection, the output is a real number that indicates how specific input
vector is different from the ”typical” example in a data set [7].

3. Reinforcement learning - this mode of learning is special because it is driven by
an agent (machine learning model) interacting with the environment (simulation);
thus, by exploring it, the model can learn solving different tasks. The machine
can execute actions in every state. Different actions bring different rewards and
could also move the machine to another state of the environment. The goal of
a reinforcement learning algorithm is to learn a policy. A policy is a function f
(similar to the model in supervised learning) that takes the feature vector of a
state as input and outputs an optimal action to execute in that state. The action
is optimal if it maximizes the expected average reward [7].

1.3.2 Popular algorithms

There exist several algorithms for each mode of learning. Most popular of them are
listed below.

• Linear Regression - it is one of the oldest and most widely practiced data
analysis methods. In many real data settings, least squares linear regression leads
to performance on par with state-of-the-art (and often far more complicated)
methods while remaining amenable to interpretation [8]. It works by finding
through optimization process, a set of parameters a, b that minimizes and the
objective function, a measure of error between prediction and target value (for
example, mean squared error). Given a linear model as:

fa,b(x) = ax + b (1.6)

we want to minimize the objective function that measures an error. The objective
function can be defined as:
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L =
1

N

N∑
i=1

[yi − fa,b(xi)]
2 (1.7)

It is worth noting that for the linear regression case, there exist a number of
methods to find the optimal set of parameters that does not require complex
optimization. The above solution is just an example.

• Logistic Regression - similarly to linear regression, this method optimizes a
set of two parameters to perform the classification task. The most widely used
function is a sigmoid function which can be mathematically expressed as:

fa,b(x) =
1

1 + e−(ax+b)
(1.8)

In logistic regression, instead of using a squared loss and trying to minimize
empirical risk, we maximize the likelihood of our training set according to the
model. In statistics, the likelihood function defines how likely the observation
(an example) is according to our model. The optimization criterion in logistic
regression is called maximum likelihood. Instead of minimizing the average loss,
as in linear regression, we now maximize the likelihood of training data according
to our model [7]:

L =
N∏
i=1

fa,b(xi)
yi(1 − fa,b(xi))

(1−yi) (1.9)

• Decision Tree - a decision tree is a model that predicts a label associated with
a feature vector by traveling from a root node of a tree to a leaf. At each node
in the root-to-leaf path, the successor child is chosen on the basis of splitting the
input space. Usually, the splitting is based on one of the features of x or on a
predefined set of splitting rules. A leaf contains a specific label [9].

• Support Vector Machines - the goal of this algorithm is to search for “large
margin” separators. Roughly speaking, a half-space separates a training set with
a large margin if all the examples are not only on the correct side of the separating
hyperplane but also far away from it. Restricting the algorithm to output a large
margin separator can yield a small sample complexity even if the dimensionality
of the feature space is high (and even infinite) [9].

• K-Nearest Neighbors is a nonparametric learning algorithm. Contrary to other
learning algorithms that allow one to discard the training data after the model
is built, kNN keeps all the training examples in memory. Once a new, previously
unseen example x comes in, the kNN algorithm finds k training examples closest to
x and returns the majority label (in case of classification) or the average label (in
case of regression). The closeness of two points is given by a distance function.
For example, the Euclidean distance seen above is frequently used in practice.
Another popular choice of the distance function is the negative cosine similarity
[7].
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1.3.3 Where machine learning fails

Although the immense success that methods of machine learning have brought in the
Internet and big data era, they still were not enough to solve many of computer science
problems. Machine learning algorithms still suffer from the inability to deal with the
data in its raw form (audio, video, images, text). Moreover, these solutions still rely on
the features provided by humans, thus assuming that software engineers and computer
scientists are capable of creating a set of instructions that will extract meaningful
information for a given problem.

1.4 Deep learning

Conventional machine-learning techniques were limited in their ability to process natu-
ral data in raw form. For decades, the construction of a pattern recognition or machine
learning system required careful engineering and considerable domain expertise to de-
sign a feature extractor that transformed raw data (such as the pixel values of an image)
into a suitable internal representation or feature vector from which the learning sub-
system, often a classifier, could detect or classify patterns [10]. In recent years, deep
learning has emerged as a leading approach to AI.

Deep learning methods are representation-learning methods with multiple levels of
representation, obtained by composing simple but nonlinear modules that each trans-
form the representation at one level (starting with the raw input) into a representation
at a higher, slightly more abstract level. With the composition of enough such transfor-
mations, very complex functions can be learned [10]. The success of A. Krizhevsky, I.
Sutskever and G. Hinton ImageNet paper [11], which described a deep neural network
that can categorize images with previously impossible accuracy, achieving 16.4 % top-5
error rate started a new ”revolution” in AI community. Their team was the only team
that used a neural network in 2012. The next year, the deep learning computer vision
revolution was in full force with the vast majority of teams entering using deep neural
networks, and the winning error rate dropped again substantially to 11. 7%. The hu-
man error on this task is just above 5% if the human practices for 20 hours. During
the years 2011 to 2017, the winning Imagenet error rate dropped sharply from 26% in
2011 to 2.3% in 2017 [12].
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Figure 1.6: ImageNet top-5 error rate over time [12].

Deep learning is making substantial progress in addressing problems that have long
defied the best efforts of the artificial intelligence community. Because of its success in
identifying complex structures in high-dimensional data, it can be used in a wide range
of scientific and commercial applications. Examples of applications are listed below.

• language modelling [13],

• machine translation [14],

• text generation [13],

• image classification [15, 16, 17],

• object detection [18, 19, 20],

• semantic segmentation [21, 22],

• time series forecasting [23],

• speech recognition [24],

• graph classification [25],

• drug discovery [26]

• and many others.
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With increasing amounts of data, deep learning has surpassed the conventional
machine learning models. Modern architectures have yet to reach their limits on some
tasks. The comparison between deep learning models and machine learning models can
be seen in Figure 1.7.

Figure 1.7: Performence comparison between neural networks and machine learning
models [27].

1.4.1 Deep learning paradigm

Deep learning went one step further than traditional machine learning methods. In-
stead of actively trying to design features for classification task, it automates feature
extraction process and decision making in a single architecture. The machine generates
an output in the form of a vector of scores, one for each category, after being presented
with examples of data during training. Prior to training, it is improbable that the
targeted category would have the best score of all categories. The error (or distance)
between the output scores and the desired pattern is calculated using an objective
function. To reduce this inaccuracy, the machine then alters its internal adjustable
parameters. These programmable variables, frequently referred to as weights, are val-
ues that control the machine’s input-output functionality. There may be hundreds of
millions of these configurable weights and hundreds of millions of tagged samples in a
typical deep learning system. To properly adjust the weight vector, the learning algo-
rithm computes a gradient vector that, for each weight, indicates by what amount the
error would increase or decrease if the weight were increased by a tiny amount. The
weight vector is then adjusted in the opposite direction to the gradient vector [10].

Nowadays one of the most popular optimization procedures is called stochastic gra-
dient descent, which was first formalized in the paper [28]. After computing an error
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value for a subset of the whole data set, we compute the gradient of the objective func-
tion with respect to all the weights of the neural network. Computation of the output
is often referred to as ”forward propagation” and propagating the error signal through
the network as ”backward propagation” or ”backpropagation” for short. Both forward
1.8a and backward 1.8b procedures are illustrated in Figure 1.8.

(a)

(b)

Figure 1.8: Computation procedure of neural network illustrated [10].

Estimating gradients for compositions of functions can be computed using the chain
rule. The partial derivative ∂y

∂x
measures the influence of a variable x on another y. The

∇θJ denotes the gradient vector of a scalar J with respect to some vector of variables θ.
The computation graph of gradient estimation for composition of functions is illustrated
in Figure 1.9.
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Figure 1.9: Gradient estimation for simple composition of functions [29].

What we are interested in is how a small change in x influences z. The objective
function z = J(g(θ)) is what we optimize for. Taking g as a scalar, the gradient can be
decomposed by chain rule as follows:

∇θJ(g(θ)) = ∇g(θ)J(g(θ))
∂g(θ)

∂θ
(1.10)

If g would be a vector, the equation 1.10 can be rewritten as shown in equation 1.11

∇θJ(g(θ)) =
∑
i

∂J((g(θ))

∂gi(θ)

∂gi(θ)

∂θ
(1.11)

which sums the influences of θ on J(g(θ)) through all intermediate variables gi(θ).

1.4.2 Useful modules and methods

To make deep neural networks work and work efficiently, a lot of engineering has been
introduced to the training procedure. Things like

• Data pre-processing - techniques such as Min-Max [30] formulated as 1.12, or
Standarization 1.13

X ′ =
X −minx

maxx −minx

(1.12)

X = (X − µx)/σx (1.13)

where:

– µ - mean,

– σ-standard deviation

• Regularization - methods such as dropout [31], vibration [32], l1 and l2 [33],
data augmentation [34]

– Data augmentation - describe a set of transformations that when applied
to existing data, expand it. Often used in image classification [34].
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– Dropout - is a technique where during training some nodes are being
”dropped-off” from the network and there is no computation between these
nodes; see 1.10

Figure 1.10: Dropout illustrated [31].

– L1 - sometimes called lasso regression, adds an absolute value of magnitude
of the coefficient as penalty term to the loss 1.14

L = L + λ

p∑
i=1

|wi| (1.14)

– L2 - sometimes called ridge regression, adds a squared magnitude of coeffi-
cient as penalty term to the loss 1.15

L = L + λ

p∑
i=1

w2
i (1.15)

where:

∗ λ - a hyperparameter that determines how severe the penalty is,

∗ w - coefficients of the system.

• Batch normalization - an idea that during training we normalize the output of
each consecutive layer before passing it to the next layer [35]. It can be formulated
as 1.16. There are several benefits from this approach:

– Longer training, but faster convergence,

– Allows to use higher learning rates which further speeds-up the training
procedure,

– Stabilizes the training using different weight initialization methods,

– Simplifies the creation of deeper networks,

– Improves generalization results.

14



X ′′ = γ ∗X ′ + β = γ ∗ [(X − E[X])/
√
σ] + β (1.16)

where:

– γ - scaling factor,

– β - shifting factor,

– σ - variance of the processed batch,

– E[X] - mean of the processed batch.

• Layer Normalization - this idea is similar to batch normalization [35], but
instead of normalizing the output of a layer, we normalize the layer itself [36].

• Continuous activation functions - nowadays they are standard, but in the
early days of neural networks researchers tried to optimize neural networks with
discrete, logical activation, which made it impossible to train them via backprop-
agation. Some of the most popular activation functions are listed below.

– Rectified linear unit (ReLu) - transformation of the output of the pre-
vious layer that contains only its positive parts. It is formulated as 1.17

ReLU(x) =

{
0, if x ≤ 0

x, if x > 0
(1.17)

– Hyperbolic tangent - transforms the input data to be in between [−1, 1]
range,

– Sigmoid - transforms the input data to be in between [0, 1] range with
formula 1.18. Often used for binary classification problems,

σ(x) =
1

1 + e−x
(1.18)

– Softmax - transforms the input vector into a probability distribution 1.19.
It is often used in multiclass/multi-label classification problems.

σ(x)i =
exi∑K
j=1 e

xj

(1.19)

• Objective functions - they are necessary to train neural networks or any learn-
ing system. There exist a number of different objective functions that one may
want to use depending on the task at hand.

– Squared Error - most commonly used in the 1980s and 1990s. Today, it is
mostly used when dealing with regression problems [29]. The mathematical
formulation is described as 1.20,

L(fθ(x), y) = ||fθ(x) − y||2 (1.20)
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– Cross Entropy - when the target is a discrete label (i.e. for classification),
other objective functions such as the Bernoulli negative log-likelihood have
been found to be more appropriate than the squared error. In the binary
case, this loss looks like 1.21

L(fθ(x), y) = −y log fθ(x) − (1 − y) log(1 − fθ(x)) (1.21)

– Contrastive - this objective function takes the output of the network for a
positive example and calculates its distance to an example of the same class
and contrasts that with the distance to negative examples. In other words,
the loss is low if positive samples are encoded to similar (closer) representa-
tions, and negative examples are encoded to different (farther) representa-
tions. It uses the cosine distance to calculate the similarity between samples
1.22. It is formulated as 1.23

sim(u,v) =
u · v

∥u∥2∥v∥2
=

∑n
i=1 uivi√∑n

i=1 u
2
i

√∑n
i=1 v

2
i

(1.22)

L(zi, zj) = − log
exp(sim(zi, zj)/τ)∑2N

k=1 exp(sim(zi, zk)/τ)[k ̸=i]

(1.23)

1.4.3 Popular architectures

Modern deep learning provides a very powerful framework for supervised learning. By
adding more layers and more units within a layer, a deep network can represent functions
of increasing complexity. Given a sufficiently large model and a data set of labeled
training samples, deep learning can be used to complete most tasks that involve quickly
translating an input data into an output vector [29]. For input of varying data type
(text, image), there are several architectures that can be used separately or together to
solve a particular task.

• Multilayer Perceptron - it is a feedforward neural network made up of numer-
ous layers of connected nodes, where each layer is in charge of handling a distinct
feature of processing input data. The input layer is the first layer that receives
the input data. After passing through a number of hidden layers, the input data
finally reaches the output layer. MLP is an effective tool for a variety of applica-
tions because it can simulate intricate nonlinear interactions between inputs and
outputs. Figure 1.11 shows a vanilla MLP architecture with a single hidden layer.
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Figure 1.11: Shallow MLP with one hidden layer [29].

MLPs can learn powerful non-linear transformations: in fact, with enough hidden
units, they can represent arbitrarily complex but smooth function. In fact, they
can be universal approximators and represent arbitrarily complex but smooth
functions if there are enough hidden units [29]. A MLP can distort the input
space to make the data classes linearly separable [10].

• Convolutional Neural Networks (CNNs) - were designed to process data with
a specified grid structure.They are a particular subtype of neural network. Time-
series data, which may be depicted as a 1D grid capturing samples at predeter-
mined intervals, and image data, which can be represented as a 2D grid of pixels,
or a grid of voxels for 3D medical images (MRI, CT). The name “convolutional
neural network” indicates that the network employs a mathematical operation
called convolution. Convolution is a specialized kind of linear operation. Con-
volutional networks are simply neural networks that use convolution instead of
general matrix multiplication at at least one of their layers [29].

A convolution of two functions is an operation that defines an integral of the
product of these functions 1.24.

s(t) =

∫ ∞

−∞
f(τ)g(t− τ)dτ (1.24)

The convolution operation is often denoted with the ”*” (asterik operator) 1.25.

s(t) = (f ∗ g)(t) (1.25)

The discrete form for the convolution operation is described by equation 1.26

s[t] = (f ∗ g)(t) =
∞∑

m=−∞

f [m]g[t−m] (1.26)

The first argument to convolution, in this case the function f, is frequently referred
to as the input and the second argument, in this case the function g, as the kernel
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in the context of convolutional networks. The output is known as the feature
map. For a two-dimensional input, the convolution operation is defined like 1.27

s[i, j] =
∑
m

∑
n

f [m,n]g[i−m, j − n] (1.27)

The architecture of a typical CNN (see 1.12) - is structured as a series of stages.
The first stages are made up of two types of layers: convolutional layers and
pooling layers [10]. The neurons of a convolutional layer are arranged in feature
maps, and each neuron is connected to specific local patches in the feature maps
of the layer below using a filter bank, which is a collection of weights. After that,
a non-linearity function is applied to the local weighted sum’s output. All neurons
in a feature map share the same filter bank [10]. The role of the convolution layer
is to detect local features from the previous layer. The pooling operation is used
to merge semantically similar features into one feature map [10] and reduce the
dimensionality of the data.

Figure 1.12: CNN feature extractor [10].

The convolutional neural network leverages three important ideas that make it
an efficient learning system:

1. Sparse interactions - multilayer perceptron uses a matrix multiplication
to describe the interaction between each input unit and each output unit.
This means that every output unit interacts with every input unit. However,
convolutional networks typically have sparse interactions. This is achieved
by making the kernel smaller than the input [29]. As a result, we need to
keep fewer parameters, which lowers the model’s memory requirements and
boosts its statistical effectiveness. Moreover, it means that fewer operations
are needed to compute the outcome.

2. Parameter sharing - refers to using the same parameter for more than
one function in a model [29]. In MLP each element of the weight matrix is
used exactly once when computing the output of a layer. It is multiplied by
one element of the input [29]. On the other hand, in convolutional neural
networks, each kernel in a layer is used at every position of the input function.
This means that instead of learning a separate set of parameters for every
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location, we learn only one set. This feature reduces the required memory
capacity for all trainable parameters.

3. Equivariance to translation - this property is directly related to the prop-
erties of parameter sharing and sparse interactions properties. The function
f is equivariant to the function g if the changes in the input of the function
f cause the same changes in the output of the function g 1.28. Taking into
account the input image, if we move the object in the input, its representa-
tion will move the same amount in the output. This is useful when we know
that the same local function is useful everywhere in the input.

f(g(x)) = g(f(x)) (1.28)

• Reccurent Neural Networks (RNNs) - this type of neural network was specifi-
cally designed for sequence processing - where the prediction of the future depends
on an arbitrary number of steps into the past. RNNs process an input sequence
one element at a time, maintaining in their hidden units a state vector that con-
tains information about all past elements of the sequence [10]. The RNNs suffer
from the problem of vanishing or exploding gradients. Because at each time step,
gradients computed for the particular neuron either shrink or grow, which makes
them problematic to train on a long sequences of data. Also, because they process
one input sample at a time, they are difficult to parallalize, which makes their
training more expensive.

Figure 1.13: A recurrent neural network and the unfolding in time of the computation
involved in its forward computation [10].

• Transformers - one of the most recent revolutions in the field of deep learning
was the transformer architecture, introduced in the paper [37]. The transformer
presented in figure 1.14 is a deep neural network that, in its core, replaced the
recurrent connections with the self-attention mechanism. Self-attention allows
the model to capture longer dependencies between tokens. It was introduced as
the seq2seq model, which task was to translate between languages. That is why
it was first designed as the encoder-decoder type model. The overall architecture
is using stacked self-attention and point-wise, fully-connected layers for both the
encoder and the decoder.
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Figure 1.14: Transformer architecture [37].

The main building blocks in the transformer architecture are as follows:

1. Positional Encoding - because this architecture does not utilize recurrent
connections and no convolution operation, in order for a model to make use
of the order of the input tokens, the authors proposed injecting additional
information in a form of what is called positional encoding. In the original
paper, they used sine 1.29 and cosine 1.30 functions at different frequencies
to denote the relative position of a token in a sequence [37].

PE(pos,2i) = sin
( pos

100002i/dmodel

)
(1.29)

PE(pos,2i+1) = cos
( pos

100002i/dmodel

)
(1.30)

2. Scaled Dot-Product Attention - the attention mechanism can be de-
scribed as mapping a query and a set of key-value pairs to an output, where
the query, keys, values, and output are all vectors. The attention score is
calculated as a weighted sum of the values, where the weight assigned to
each value is calculated using a compatibility function of the query with the
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corresponding key [37]. In the case of transformers, the authors have ap-
plied the scaling factor called dk which refers to the number of keys used
for the particular sequence. After that, they apply the softmax 1.19 activa-
tion function to normalize the output across all tokens in a sequence. This
attention can be expressed as 1.31. The multi-head attention refers to the
concatenation procedure of different attention heads.

Attention(Q,K, V ) = softmax

(
QKT

√
dk

)
V (1.31)

3. Position-wise MLP - in addition to scaled dot-product attention, each of
the layers contains a multilayer perceptron, which is applied to each position.
It projects the vector produced by the multi-head attention module to a
higher-dimensional representation, making those representations richer in
information.

1.4.4 Summary

Deep learning has transformed the world in the last decade. With the advent of neural
networks, which power can be utilized by aggregating exponentially growing digital
information and computing capabilities, new applications have become possible.

One domain that can be revolutionized using this technology is medicine and medical
sciences. Medical data are often high-dimensional information with highly nonlinear
relationships. Some of the potential use cases are listed below.

• Medical Imaging - neural networks can be used to examine medical images such
as X-rays [38], CT scans [39], and MRIs [40],

• Medical Signal Processing - neural networks can be used to examine biomed-
ical signals, such as EEG signals [41],

• Drug Discovery - developing new drugs is an expensive and time-consuming
process. Neural networks can help speed up this process by predicting the prop-
erties of the newly discovered drug or even designing them from scratch [42].

In general, deep learning has the potential to revolutionize medicine and healthcare
by enhancing patient therapies, diagnosis, and care. We may anticipate seeing more
deep learning applications in healthcare and medicine as new neural network models
are created and more data become available.
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Chapter 2

Aim of the doctoral thesis

The main goal of this thesis is to evaluate different applications in which deep learning
can be helpful to the field of biomedical engineering. It also shows that while deep
learning is an incredible piece of technology, it has its shortcomings, which are crucial,
especially considering possible applications in the medical domain. Chapter 3 describes
different techniques that have been published as possible solutions to a given problem
in the biomedical engineering domain. Chapter 4 proposes a new paradigm in which
some of the shortcomings are addressed. Each of the selected papers has four sections
that describe:

• paper title,

• exact reference,

• paper contribution - describes the novelty of a given paper as well as possible use
cases of the solution,

• author contribution - describes the involvment of the author to the given paper.
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Chapter 3

Deep learning in biomedical
engineering - selected papers

3.1 Predicting Molecule Toxicity Using Deep Learn-

ing

3.1.1 Citation

Exact reference: [43]

3.1.2 Paper Contribution

Predicting molecule properties is widely considered one of the most important tasks
in the discovery of computational drugs and materials, as many methods rely on pre-
dicted molecular properties to evaluate, select and generate molecules. It is one of the
critical tasks. With the development of deep neural networks, molecular representation
learning exhibits a great advantage over feature engineering-based methods. This paper
introduces a new method to approach toxicity prediction.

Novelty aspects:

• introducing the hybrid CNN-RNN architecture that allows for extracting features
in both local receptive field as well as in the sequential manner,

• prevents overfitting by using class-weighting,

• prevents overfitting by using mean-false-error objective,

• prevents overfitting by using focal-loss objective,

• prevents overfitting by using cyclical learning rate,
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Possible use cases:

• laboratory system which evaluates the toxicity of the produced molecules,

• laboratory system that evaluates the toxicity of the hypothetical molecules gen-
erated via another algorithm,

• extracting the knowledge learned by the model to create new hypothesis that can
be validated experimentally.

3.1.3 Author’s Contribution

The author conceptualized the project, surveyed the related literature, developed and
tested the methodology for data pre-processing, training and evaluating a deep learning
model, analyzed the results and written parts of the manuscript.
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3.2 Recognition of Drivers’ Activity Based on 1D

Convolutional Neural Network

3.2.1 Citation

Exact reference: [44]

3.2.2 Paper Contribution

Driving a car is a complex activity that involves movements of the whole body. Many
studies on driver behavior are conducted to improve road traffic safety. This paper
attempts to develop a classifier of scenarios related to learning to drive based on the
data obtained in real road traffic conditions through smart glasses.

Novelty aspects:

• constructing first (to our knowledge) data set for driver action recognition based
on smart-glasses,

• developing a classifier that can accurately recognize driver’s action based solely
on EOG signal.

Possible use cases:

• additional safety system for young and inexperienced drivers,

• automatic assessment of a correctly performed maneuver.

3.2.3 Author’s Contribution

The author was responsible for the pre-processing of the data set, developing a method-
ology, including model development, training and evaluation, and visualization of the
results. Parts of the manuscript concerning those elements were also written by the
author.
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Abstract: Background and objective: Driving a car is a complex activity which involves movements
of the whole body. Many studies on drivers’ behavior are conducted to improve road traffic safety.
Such studies involve the registration and processing of multiple signals, such as electroencephalography
(EEG), electrooculography (EOG) and the images of the driver’s face. In our research, we attempt to
develop a classifier of scenarios related to learning to drive based on the data obtained in real road traffic
conditions via smart glasses. In our approach, we try to minimize the number of signals which can
be used to recognize the activities performed while driving a car. Material and methods: We attempt
to evaluate the drivers’ activities using both electrooculography (EOG) and a deep learning approach.
To acquire data we used JINS MEME smart glasses furnished with 3-point EOG electrodes, 3-axial
accelerometer and 3-axial gyroscope. Sensor data were acquired on 20 drivers (ten experienced and ten
learner drivers) on the same 28.7 km route under real road conditions in southern Poland. The drivers
performed several tasks while wearing the smart glasses and the tasks were linked to the signal during
the drive. For the recognition of four activities (parking, driving through a roundabout, city traffic and
driving through an intersection), we used one-dimensional convolutional neural network (1D CNN).
Results: The maximum accuracy was 95.6% on validation set and 99.8% on training set. The results prove
that the model based on 1D CNN can classify the actions performed by drivers accurately. Conclusions:
We have proved the feasibility of recognizing drivers’ activity based solely on EOG data, regardless of
the driving experience and style. Our findings may be useful in the objective assessment of driving skills
and thus, improving driving safety.

Keywords: activity recognition; car driving; classification; electrooculography; convolutional neural
network; smart glasses; wearable devices

1. Introduction

Driving a car is a complex activity which involves movements of the whole body [1]. The decisions
and behavior of drivers regarding the surrounding traffic are crucial for road safety [2]. The factors
which affect the road traffic safety can be divided into two categories: the environmental factors and the
state of the driver. The environmental factors include weather and road conditions. We define the state
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of the driver as driver’s alertness, concentration (focus), cognitive abilities and the fact of performing
secondary tasks.

To solve the problem of specifying driver’s activities, we apply recognition based on tracking eye
movements, as most human activities require eyeball movements [3–5]. The analysis of eye movements
may help understand the reasons and determine the beginning and the end of activity. However, most eye
movements are involuntary and remain out of conscious control [6].

The mainstream method for tracking eye movements in human behavior research is analyzing images
registered with a camera [7], because of its advantages: small individual differences, and providing a
non-contact of eye measurements. The drawbacks of using a camera to track eye movements are the
trade-off between processing time and detection accuracy and the susceptibility to lighting conditions,
skin color and sunglasses [8]. Moreover, cameras mounted in vehicles cannot be used to detect the state
of a driver outside the vehicle [9]. An alternative method is electrooculography (EOG), a technique for
measuring the resting electrical potential between the cornea and retina of the human eye [10]. The EOG
signal is registered by electrodes placed around the eyes. The extracted EOG signal is then processed in
order to detect the eyeball movements [4,5,11–13].

The reason for choosing EOG to detect eyeball movements was the availability of JINS MEME
ES_R smart glasses which can register electrooculograms in a non-invasive way (without attaching the
electrodes to the body) while performing various activities (including driving a car) [9,14] and the fact that
the eyeball movements contain the most information related to activities related to driving a car [2,4,15].
Another reason for using only electrooculography was to design the system for recognizing drivers’
activities regardless of their style of driving and experience and to find the minimal number of attributes
required to recognize such activities [16].

To the best of our knowledge, the problem of extracting and selecting appropriate features from
electrooculograms in recognition of drivers’ behavior has not been thoroughly investigated due to the
cumbersome placement of electrodes and the breadth of the topic, which indicates a clear need for further
research. The studies conducted by Niwa et al. [9] and Doniec et al. [17] are the only known study on
drivers’ behavior which used JINS MEME smart glasses. Another recent study on recognizing the gaze on
the left turn was conducted by Stapel et al. [18].

Because the average accuracy of the classifier based on k-means clustering and BFS reported in
[17] was 85% when analyzing four activities related to driving (driving on the motorway, parking,
urban traffic, traffic in the neighborhood), we attempted to improve the accuracy by changing the approach
to classification.

In recent years, deep learning techniques, such as recurrent neural network (RNN) [19,20],
convolutional neural network (CNN) [7,19], generative adversarial network (GAN) [21], long short-term
memory (LSTM) network [20,21], have found their use in classifying the state of the driver based on
various signals, such as electroencephalography (EEG) [19,20,22,23], images [20] and EOG [21].

In our study, we apply a one-dimensional (1D) convolutional neural network (CNN) to perform
classification on raw EOG signals without crafting features prior to classification [24]. Another advantage
of using 1D CNN is the ability to retrain the model on new data sets by using transfer learning [25].

The purpose of this study was to examine whether it is possible to classify drivers’ activities in
real road conditions based on raw EOG signals and 1D CNN. The performance of the 1D CNN built for
classification was evaluated as precision, recall and F1-score.

The structure is as follows: material and methods are described in Section 2, which includes the
experiment setup, data preprocessing and classification. The results in Section 3 consist of the loss and
accuracy graphs, the confusion matrix, and receiver operating characteristic (ROC) curves of the proposed
1D CNN model. Finally, we state that, based on the ROC curve and other performance metrics presented in



Electronics 2020, 9, 2002 3 of 17

the confusion matrix, the model was trained without overfitting and underfitting. In Section 4, we conclude
the paper by discussing the significance of the results and advantages and limitations of our approach.

2. Materials and Methods

2.1. Experiment Setup

The study was conducted in real road conditions in accordance with Chapter 4 of the Act on Vehicle
Drivers of the Republic of Poland [26] on two groups of volunteers: ten experienced drivers (age between
40 and 68) with minimum ten years of driving experience and ten learner drivers who attended driving
lessons at a local driving school (age between 18 and 46). The participants gave consent to participate
in the study. The candidates for drivers made a statement on their health in a questionnaire submitted
to the driving school. Although the candidates for drivers may not reveal the actual health status in the
questionnaires, we assumed that the study group did not have any health conditions which may cause a
direct driving hazard.

In Poland, the drivers and candidates for drivers are subject to medical examination based on
Article 39j of the Act on Road Transportation of the Republic of Poland [27] and Chapter 2 of the Act on
Vehicle Drivers of the Republic of Poland [26]. The medical examinations of drivers include the examination
of vision, hearing, and balance, the state of cardiovascular and respiratory system, kidneys, nervous system,
including epilepsy, obstructive sleep apnea, mental health, symptoms of alcohol abuse, the use of drugs
that may affect the ability to drive and other health conditions that may cause a driving hazard.

To avoid distracting the driver during the field study, data were acquired with JINS MEME ES_R smart
glasses. The device consists of a three-point electrooculography (EOG) and six-axis inertial measurement
unit (IMU) with a gyroscope and an accelerometer. JINS MEME smart glasses acquire ten channels of data:
the acceleration and rotation in X, Y and Z axes, and four EOG channels: electric potentials on the right
and left electrodes and the vertical and horizontal difference between them. All signals are sampled with
the frequency of 100 Hz. The data are transmitted to a computer via Bluetooth or USB and can be exported
to CSV file. Electrooculograms were recorded with three-point EOG sensor which consist of left, right
and bridge electrodes and were converted into four lead (channel) recording of EOG signal: left, right,
horizontal and vertical [14].

Each participant had to perform the same set of tasks while wearing the smart glasses. Sensor data
were acquired and linked to scenarios related to driving by the observer sitting on a back seat (see Figure 1).
Each learner driver (learner) drove the same car adapted for driving lessons and marked with the L sign.
The learners drove the car under the supervision of a driving instructor, whereas other drivers drove
their own cars. Sensor data from learner drivers were obtained thanks to the cooperation with a local
driving school.

All participants completed their tasks on the same route of 28.7 km in Tarnowskie Góry, Radzionków,
Bytom, and Piekary Śląskie in southern Poland presented in Figure 2. The tasks to be completed during
the drive were based on the regulations on practical driving tests [28] and included:

• journey through a motorway;
• drive straight ahead in city traffic;
• passage of a section straight ahead outside of the urban area;
• drive straight ahead in residential traffic;
• driving through a roundabout (right turn, driving straight ahead and left turn);
• driving through a crossroads (right turn, driving straight ahead and left turn);
• parking (parallel, perpendicular, angled).
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Figure 1. Experiment setup. The driver (left) is wearing JINS smart glasses connected to the computer
(foreground) while recording the signals.

1 
 

 
Figure 2. The test route chosen for the study (map data: Google).

The route included roundabouts and parking lots shown as satellite images in Figures 3 and 4.
Figure 3 presents the bird’s eye view of two roundabouts (small and large) and Figure 4 presents the bird’s
eye view of public parking spaces with no ticketing along the Artura street in Radzionków (Poland).
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(a) (b)

Figure 3. Bird’s eye view of two roundabouts: (a) small roundabout (the diameter of circle island: 20 m);
(b) large roundabout (the diameter of circular island: 54 m). Map and satellite images: Google, CNES,
Airbus, Maxar Technologies, 2020.

Figure 4. Bird’s eye view of the public parking lots at the Artura Street in Radzionków, Poland (map and
satellite image: Google, CNES, Airbus, Maxar Technologies, 2020).

Each activity was labeled manually by the researcher during the drive. A pilot (driving instructor in
case of learner drivers and in other cases—the researcher) asked the driver to start performing a particular
activity, and at the same time, recording began. When the task was completed, the pilot asked to stop the
recording. The file with recorded data was named according to the registered activity.

The average time of completing all the tasks during the experiment was 75 min. Experienced drivers
generally completed the route faster than learner drivers, regardless of road conditions [17].

The experiment was carried out following the rules of the Declaration of Helsinki of 1975, revised
2013, and with the permit issued by the Provincial Police Department in Katowice. The participants
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gave their informed consent for inclusion in the study. Study protocol was approved on 16 October
2018 by the Bioethics Committee of the Medical University of Silesia in Katowice (the resolution number
KNW/0022/KB1/18). The identity of learner drivers is confidential under the agreement with the driving
school, and the same rule applies for the experienced drivers. Experimental data as Supplementary
Materials were made publicly available at IEEE DataPort [29].

2.2. Data Preprocessing

The data set consists of 520 labeled recordings of electrooculograms, acceleration and gyration
signals from both experienced and inexperienced drivers acquired with JINS_MEME ES_R smart glasses
and is available at the IEEE DataPort [29]. The reason for analyzing the recordings acquired form both
experienced and inexperienced drivers is based on the fact that there are no significant differences in
overall cognitive and motor skills [30].

The recordings were divided into four scenarios (categories): parking, driving through a roundabout,
driving in city traffic and driving through an intersection chosen based on the classification accuracy
reported in [17]. By considering only EOG signals, we can distinguish specific patterns associated with
analyzed activities, regardless of style of driving, driving dynamics and experience visible in acceleration
and gyration.

The recordings were divided into each category as follows:

• parking: 120 recordings,
• driving through a roundabout: 120 recordings,
• driving in city traffic: 160 recordings,
• driving through an intersection: 120 recordings.

Each of these activities can be further divided into categories described in the Section 2.1. We focused
on recognizing 4 activities to verify the feasibility of classification based on 1D CNN.

The data were preprocessed before classification in Python 3.7.5 with Pandas, NumPy, Matplotlib
and Scikit-learn. The first step was to unify the length of the signals because the length of the original
signal vector varies from 320 to 32,357 samples (considering all of the categories). In order to unify the
input signals, we took the maximum length value across all the recordings and tiled the shorter vectors to
match that value. This approach turned out to be the easiest and the fastest way to standardize input data
without losing the inherent characteristics of the signal for each category.

The second step of preprocessing was normalizing the input values to prevent the occurrence of the
exploding/vanishing gradient problem [31]. After normalization, the data were divided into training and
validation sets. The best performance was achieved with validation split equal to 20%. The number of
samples in both sets and for each category was shown in the Figures 5 and 6.

2.3. Classification

In this study, we propose an approach to driver activity recognition using a one-dimensional
convolutional neural network (1D CNN). This neural network model has proven its effectiveness in
signal classification, yielding state-of-the-art results [32,33]. Because biological signals have non-linear
characteristics, convolutional neural networks are an adequate choice, as they are precisely developed for
recognizing non-linear patterns in the data [34]. Considering that there have not been established patterns
in EOG signals related to driver’s activity, we applied 1D CNN due to the ability of automatic extraction
of features. By using convolutional layers, we can also visualize the set of filters after training and try to
learn which characteristics of the input signal are related to certain activity.

The architecture of the proposed model is shown in Figure 7.



Electronics 2020, 9, 2002 7 of 17

Figure 5. Number of samples in each category in training set.

Figure 6. Number of samples in each category in validation set.
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Figure 7. Architecture of the proposed 1D convolutional neural network (CNN) model generated by Keras
and graphviz. None is the variable batch size.
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The architecture consists of the following elements:

• Convolution with max pooling block—first convolution layer produces 64 feature maps which are
then processed by activation function in order to capture non-linear patterns and followed by pooling
layer with kernel size of two to reduce the extracted information. The second convolution layer
generates 32 feature maps with kernel of size three (as in the first block), followed again by rectified
linear unit (ReLU) and pooling layer [35]. Although the kernel size of convolutional layer may be
much higher in the case of 1D CNN than in their two-dimensional (2D) counterpart, the best results
were achieved with the smaller kernel.

• Dropout layer—the dropout layer was set with the rate of 0.5. This layer turned out to be the key
element because it prevents overfitting at the beginning of the training phase [36].

• Dense and flatten blocks—after obtaining the data from the second convolutional pooling block,
the feature maps are mapped into their one-dimensional representation and classified with the single
and final layer consisting of four neurons followed by softmax probability activation function.

The conducted training process lasted 100 epochs, the batch size was 20 and the decaying learning
rate was 0.001 at the start. The 1D CNN model was developed in Python 3.7.5 using Keras library with
Tensorflow version 2.1 as the backend. To accelerate the computation, we set up the GPU (graphics
processing unit) support with Nvidia CUDA (Compute Unified Device Architecture) version 10.1.

Data preprocessing and classification of 520 labeled recordings was run on the Nvidia GTX 1060
with 6 GB of VRAM (Video RAM) and training the proposed model for 100 epochs took circa 10–15 min.
The source code of classifier was made publicly available at IEEE DataPort [29].

3. Results

This section provides and describes the results of classification of four analyzed driving scenarios
registered in 520 labeled recordings using 1D CNN.

The accuracy on the training set was 99.8% on and 95.6% on the validation set. The performance
of the training process was presented as the learning curves and the decaying learning rate curve on
Figures 8–10.

The accuracy curve shows the correctness of the model’s performance among the epochs. Both train
and test accuracy achieved high values (above 90%) after circa 40 epochs.

The loss function is the sum of errors made after each epoch. After circa 40 iterations, loss stabilizes
(circa 0 for training set and below 0.2 for validation set).

Figure 10 shows how the learning rate was changed among iterations. In this case, the learning rate
was halved after five epochs if the validation loss did not decrease.

The performance of the proposed classifier is presented in the form of confusion matrix (Figure 11)
and receiver operating characteristic (ROC) curves for each activity (see Figure 12).

The confusion matrix presents the numbers of cases classified to a specific group (predicted label) in
comparison with their real classification (true label). The correctness of the classification is as follows:

• for parking—ten out of 108 signals were classified incorrectly (two as driving through a roundabout,
four as driving in city traffic and four as driving through an intersection);

• for driving through a roundabout—two out of 96 signals were classified incorrectly (one as parking
and one as driving in city traffic);

• for driving in city traffic—three out of 120 signals were classified incorrectly (as one of each group);
• for driving through an intersection—one out of 92 signals was classified incorrectly (as driving in

city traffic).
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Figure 8. Accuracy of the proposed 1D CNN model.

Figure 9. Loss of the proposed 1D CNN model.
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Figure 10. Learning rate decay.

Figure 11. Confusion matrix of the classifier.
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Figure 12. Precision recall curves of the classifier.

Based on the confusion matrix, the following parameters (adapted for multi-category classification)
were calculated:

• Precision is the proportion of positive samples out of the retrieved samples (true positive and
false positive).

Precision =
True Positive

True Positive + False Positive
(1)

• Recall (sensitivity) measures how accurate is the model within all the positive samples.

Recall =
True Positive

True Positive + False Negative
(2)

• F1 score—combination of the two aforementioned metrics which rises when both precision and
recall increases.

F1−Score = 2 × Precision × Recall
Precision + Recall

(3)

The calculated values of aforementioned metrics are presented in the Table 1.

Table 1. The performance of the classification of four driving scenarios.

Category Precision Recall F1-Score

0—parking 0.98 0.907 0.942
1—roundabout 0.97 0.98 0.97
2—city traffic 0.95 0.975 0.96
3—intersection 0.95 0.98 0.968

The highest precision was obtained for parking (0.98), the highest recall was obtained for driving
through a roundabout and driving through and intersection (0.98 in both cases) and the highest F1-score
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for driving through a roundabout. The lowest precision was obtained for city traffic, and the lowest recall
and F1-score was obtained for parking.

The ROC curve measures the capability of distinguishing given classes by the analyzed model and is
presented as true positive rate to false positive rate. With the multi-class problem, we measure this ratio for
each single category against all the other categories [37]. The receiver operator characteristic curve shows
that the created model was well trained, without overfitting and underfitting. It also shows that there are
no unbalanced ratios between true positives and false positives, which again leads to the conclusion that
the model was not biased.

Based on the confusion matrix and ROC curve, we can observe that most of the misclassified samples
belong to the parking activity (see Figure 11). The reason is the fact that parking can be performed in
different ways (angle, perpendicular, parallel) and is also associated with frequent movement of head and
eyeballs reflected in the EOG signal. However, the EOG signals linked to parking may resemble the other
activities, such as driving on a roundabout.

4. Discussion

We built the classifier of driver’s activity based on 1D CNN. Its accuracy was 99.8% on the training set
and 95.6% on the validation set. The accuracy of our classifier is higher than in other studies, especially:

• Doniec et al.’s study, which used BFS approach with 2-fold cross validation on seven activities
(62% driving on a highway, parking in front, parallel parking, slope parking, driving around a
roundabout, driving in city traffic, driving in residential traffic) and four activities (85% for driving
on a freeway, city traffic, parking, driving in a residential area) [17];

• Jiang et al. study which used k-nearest neighbors (kNN) and SVM classifying approach on signals
from wearable devices (90%) [38];

• Vora et al.’s study which used driver’s eye tracking in video recording and CNN-based classifier
(95.2%) [25];

• Galarza et al.’s study, which used a video recording of the driver’s face, statistical model and Google
API-based classifier (93.37%) [39];

• Mulhall et al.’s study, which used binary logistic regression for recognition of lane departures (73%)
and microsleeps (96%) during driving in real road conditions [40].

This classifier has proven its high accuracy in classifying four driving scenarios (parking, driving
through a roundabout, driving in city traffic and driving through an intersection). Its inherent ability to
capture non-linear patterns in the sensor data makes 1D CNN a powerful tool in processing biologically
related signals. The main drawback of this approach is the fact that it needs a fixed size input.
The performance of 1D CNN deep learning model is at least 14%, better than BFS approach with soft
assignment to specific configurations for the same data set. The results obtained for both data sets
(training and validation sets) emphasize two points: the superiority of automatically learned functions
over manually created ones used in [17], and the stability of 1D CNN deep learning architectures.

The type of dominant features fed to the classifier in [17] depend on the size of the sliding window
and the BFS entropy of the extracted data frames. Moreover, the 1D CNN model is among the most
efficient methods, which underlines the stability of this model and suggests its good ability to generalize
on various data sets [41], including medical data [33]. The accuracy of studies on the drivers’ behavior
was based on monitoring one or two signals; the accuracy ranged from 60% to 80% [42].

In this study, we have proven the feasibility of driver’s activity recognition based solely on EOG data,
regardless of his/her experience and style of driving, which can be determined based on accelerometer
and gyroscope data. Therefore, this approach may be applied to numerous real-world scenarios, such as
building a system that may help improve the driving skills and driving safety, especially in smart vehicles.
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Due to the increasing number of vehicles on roads, changing the paradigm of the driver training
process is necessary to prevent the growth of road accidents and fatalities. The opportunity to measure
the drivers’ perception can provide valuable insight into drivers’ attention. Accurate and inexpensive
driver assistant systems may help encourage safe driving. However, real-time monitoring of behavior
and driving conditions imposes technical challenges and the need for monitoring the state of the driver,
especially dizziness caused by long trips, extreme changes in lighting, reflections of the glasses or the
weather conditions on the road.

In future, we will address the limitations of our study: the need of providing fixed-sized input signals
and misclassification of some recordings linked to parking activity. We propose developing a variable-size
model which will operate on global pooling instead of a flatten layer to overcome the first limitation.
With that approach, we may propose a new method of determining the length of the input vector based on
the information from additional sensors. To overcome the second limitation, we propose differentiating
variants of parking and providing more robust architecture. Although we achieved satisfactory results
with 1D CNN, we consider ensemble classifiers or multi-input deep learning models for recognizing a
wider range of activities in the long term.

Supplementary Materials: The research data are available online at IEEE DataPort: https://dx.doi.org/10.21227/
q163-w472.
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Abbreviations

The following abbreviations are used in this manuscript:

1D One-dimensional
2D Two-dimensional
BFS Best fit sequence[s]
CNN Convolutional neural network
CUDA Compute unified device architecture
ECG Electrocardiogram
EEG Electroencephalogram
EOG Electrooculography
GAN Generative adversarial network
GPU Graphics processing unit
IMU Inertial measurement unit
kNN K-nearest neighbors
LSTM Long short-term memory
MARS Masking action relevant stimuli
RNN Recurrent neural network
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ReLU Rectified linear unit
ROC Receiver operating characteristic
SVM Support vector machine
VRAM Video RAM
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3.3 Heartbeat Detection in Seismocardiograms with

Semantic Segmentation

3.3.1 Citation

Exact reference: [45]

3.3.2 Paper Contribution

Because it is recognized as a representative measure of cardiac function, heartbeat detec-
tion is a crucial component of cardiac signal analysis. Location of the QRS complex on
an electrocardiogram is the gold standard for heartbeat detection. Seismocardiography
(SCG), which uses vibrations to measure heart rate, is replacing electrocardiography as
a reliable method of doing so due to the advancement of sensors and information and
communication technologies (ICT).

Novelty aspects:

• developed an accurate method for processing and extracting information from
seismocardiography signals,

• developed a deep neural network which is efficient and can be run on edge devices.

Possible use cases:

• edge device that can accurately measure and evaluate the cardiac function,

• extracting additional information about mechanical function of a heart.

3.3.3 Author’s Contribution

The author conceptualized the project, surveyed the related literature, developed and
tested the methodology for data pre-processing, training and evaluating a deep learning
model, analyzed the results and written parts of the manuscript.
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Heartbeat Detection in Seismocardiograms with Semantic
Segmentation*

Konrad M. Duraj, Szymon Siecinski, Rafal J. Doniec,
Natalia J. Piaseczna, Pawel S. Kostka, and Ewaryst J. Tkacz1

Abstract— Heartbeat detection is an essential part of cardiac
signal analysis because it is recognized as a representative
measure of cardiac function. The gold standard for heartbeat
detection is to locate QRS complexes in electrocardiograms.
Due to the development of sensors and information and com-
munication technologies (ICT), seismocardiography (SCG) is
becoming a viable alternative to electrocardiography to monitor
heart rate. In this work, we propose a system for detecting
the heartbeat based on seismocardiograms using deep learning
methods. The study was carried out with a publicly available
data set (CEBS) that contains simultaneous measurements of
ECG, breathing signal, and seismocardiograms. Our approach
to heartbeat detection in seismocardiograms uses a model based
on a ResNet-based convolutional neural network and contains a
squeeze and excitation unit. Our model scored state-of-the-art
results (Jaccard and F1 score above 97%) on the test dataset,
demonstrating its high reliability.

I. INTRODUCTION

Heartbeat detection is one of the essential parts of cardiac
signal analysis because it is recognized as a representative
measure of cardiac function [1]. Dynamic changes in the
interval between consecutive heartbeats are known as heart
rate variability (HRV) [2]–[4].

The gold standard for heartbeat detection is the detection
of QRS complexes in the electrocardiogram [2], [5]. Al-
though electrocardiography (ECG) is a widely available, in-
expensive, easy to use, and inexpensive method of diagnosing
the state of the heart, technological advances in sensors and
information and communication technologies (ICT) make
seismocardiography (SCG) a viable alternative [5]–[9].

Seismocardiography (SCG) is the registration of mechan-
ical activity of the heart with an accelerometer placed on
the chest wall in the xyphoid process [6], [10]–[12]. The
most popular applications of seismocardiography are heart
rate measurement [13]–[18] and HRV analysis [5], [16], [19],
[20].

Conventional segmentation of cardiac signals consists
of extracting specific features and intervals using various

*This study was carried out under the project “InterPOWER - Silesian
University of Technology as a modern European technical university”,
co-financed by the European Union under Measure 3.5 Comprehensive
programs of universities III Priority Axis Higher education for the econ-
omy and development of the Operational Program Knowledge Education
Development 2014–2020

1Konrad M. Duraj, Szymon Siecinski, Rafal J. Doniec,
Natalia J. Piaseczna, Pawel S. Kostka, and Ewaryst J. Tkacz
are with the Department of Biosensors and Processing of
Biomedical Signals, Faculty of Biomedical Engineering, Silesian
University of Technology, Roosevelta 40, 41-800 Zabrze, Poland.
{kduraj,ssiecinski,rdoniec,npiaseczna,pkostka,
etkacz}@polsl.pl

algorithms proposed by experts [8], [21]. An alternative
approach is to use semantic segmentation and apply deep
neural networks. Semantic segmentation is an approach to
detect, classify, and annotate various internally consistent
subsequences of time signals based on changes between
defined states [22].

Although the use of machine learning in seismocardiog-
raphy has been reported in several studies [23]–[28], the use
of semantic segmentation for heartbeat detection in seismo-
cardiograms with deep neural networks was mentioned only
in [28] to the best of our knowledge.

The purpose of our study was to address the aforemen-
tioned gap by developing and evaluating the performance of
a deep neural network based on UNet that takes a raw SCG
signal and returns the signal with annotated heart beats by
applying the semantic segmentation approach.

II. MATERIAL AND METHODS

A. Data Set

The study was carried out on the data set “Combined
Measurement of ECG, Breathing and Seismocardiogram”
(CEBS) publicly available at PhysioNet.org [13], [29]. The
data set consists of 60 simultaneous recordings of ECG
signals (Leads I and II), breathing signal, and seismocardio-
grams (on the z axis) acquired from 20 healthy volunteers of
Caucasian race who were awake and remained in a supine
position on a bed. The recordings were divided into three
groups according to the data acquisition phase: b001-b020
(before playing the music, 5 minutes), m001-m020 (while
playing the music for 50 minutes) and p001-p020 (after
playing the music, 5 minutes) [13], [29]–[31].

Each signal was recorded with a sampling frequency of
5 kHz. ECG signal and the breathing wave were acquired
with the Biopac MP36 data acquisition system, and the
SCG signal was recorded with the ST Microelectronics
LIS334ALH triaxial accelerometer. The bandwidth of the
ECG and SCG signals were 0.05 Hz–150 Hz and 0.5–100 Hz
[13], [30], [31].

B. Data preprocessing

1) Heartbeat Detection in ECG: The location of heart-
beats on the electrocardiogram is defined as the location
of R waves [32]. Heartbeats in ECG signals were detected
with the Pan-Tompkins algorithm, which consists of the
following steps: bandpass filtering, differentiation, sample
squaring, smoothing of the signal with a moving average
filter, correlation analysis, and thresholding [33].
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2) Reference Heartbeat Annotation in SCG: The heartbeat
in the SCG signal is considered to be the occurrence of
an aortic valve opening (AO) wave [13], [34], [35]. The
reference heartbeats in the SCG signals were determined
as the occurrence of AO waves based on the windowing
method described in [5], [36] and consist of several steps.
The first step was bandpass filtration with the third-order
Butterworth filter with a passband of 4–50 Hz. The next
step was smoothing the SCG signals with a moving average
filter with a window width of 15 ms. Finally, the locations of
AO waves were determined as the local maxima of the SCG
signals within 100 ms after the R waves in ECG signals [5],
[16], [36], [37]. The locations of the reference heartbeats in
the SCG signals were converted to binary masks.

AO_maski =


1 the sample belongs to a reference

heartbeat within 150ms margin
0 otherwise

(1)

where AO_mask is the binary signal consisting of N
samples, which is equal to the number of samples of the
input signals and serves as the “ground truth” in the learning
process.

C. Segmentation of Heartbeats with a Deep Neural Network

1) Data Preprocessing: The first step was to normalize
the signal amplitude to [0; 1] with Min-Max normalization,
expressed as:

x
′
=

x−min(x)

max(x)−min(x)
. (2)

The normalized signal is then divided into observations
containing 5000 samples. If the particular signal is not
divisible by the interval length, then the appropriate number
of zeros is added or subtracted. The data sets consist of full
SCG signals from individual patients that resulted in a total
of 35973 observations in the data set.

The constructed data set was divided into training, valida-
tion and test sets in the proportions shown in Figure 1. The
signals from a given patient were included in only one of
the sets.

Fig. 1: Data distribution among train, validation, and test set.

This means that the signal representing each patient has
been assigned to a given set and was not included in another
set.

2) Architecture: The input of the network consists of
subsignals derived from the original input signals. The
ground truth for the network was obtained as presented in
Sections II-B.2 and II-C.1. The output of the designed deep
neural network has the same shape as the input.

The encoder part of our network is a UNet-like ar-
chitecture [38] of a one-dimensional convolutional neural
network with skip connections as applied in the ResNet
architecture [39]. It was designed with four sequentially con-
nected blocks. The single block consisted of a convolutional
unit followed by two residual units, with two additional
convolutional blocks upon which a squeeze and excitation
unit was applied.

The outputs of the second and third blocks were concate-
nated with the averaged pooled input data. The decoder part
consists of three upsampling layers followed by concatena-
tion with encoder feature maps and convolutional units. The
output was generated with the 77 kernel convolution window.

3) Model Training: The training procedure was conducted
using the Adam optimization algorithm [40] and binary
cross-entropy as the loss function. The model was trained
with a mini-batch size of 32 and a starting learning rate
of 0.0001. The hyperparameters were tuned empirically. To
optimize training, the weights of a model with the best score
were saved, the learning rate was reduced by half each 3
epoch if the validation loss was not improving, and the
training was stopped in case of overfitting. The model was set
to be trained for 100 epochs, but after 18 epochs, the model
training was stopped due to overfitting. The model with the
best validation loss was saved. The described model was
trained on a NVIDIA RTX 2080Ti graphics card with 12GB
of video RAM. The model was designed with Tensorflow
and Keras deep learning libraries.

III. RESULTS

Table I presents the results achieved for both the training
and validation sets.

TABLE I: Performance measures of the designed deep neural
network.

Dataset Train Validation Test
Accuracy 0.998 0.992 0.993

AUC 0.999 0.996 0.997
Specificity 0.999 0.994 0.995
Sensitivity 1.0 0.999 0.999
Precision 0.987 0.97 0.969

Recall 0.986 0.97 0.967
Loss 0.000784 0.022 0.022

The performance of our model was also expressed as
the Jaccard index (J(A,B)) and the F1 score (F1(A,B)) to
determine the similarity and differences between the ground
truth and prediction. They are defined as follows:

J(A,B) =
|A ∩B|
|A ∪B|

, (3)
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F1(A,B) =
2× |A ∩B|
|A|+ |B|

, (4)

where: A ∩B is the intersection of sets A and B, A ∪B is
the union of sets A and B [41].

These metrics were calculated with three different methods
of averaging: micro-, marco-, and weighted averaging. The
results are presented in Table II.

TABLE II: Performance on the test set

Averaging Jaccard F1 score
Micro-averaging 0.986 0.992
Macro-averaging 0.971 0.981

Weighted-averaging 0.987 0.992

In the worst case scenario (Jaccard score of 97.1%), the
model segments the signal with an offset within circa five
samples (while the fragments that correspond to the heartbeat
are circa 500 samples).

(a) Ground truth

(b) Prediction

Fig. 2: Comparison between the original labels and predicted
labels

Figure 2 presents a comparison of the heartbeats indicated
by the original labels and predicted with our deep neural
network on a 10 s fragment of the SCG signal.

According to the metrics shown in Table I, the model
achieved state-of-the-art results after just one iteration. Fur-
ther learning did not significantly improve the results; there-
fore, the process has stopped after 18 iterations to prevent
overfitting. Performance metrics indicate that the model is
fully capable of segmenting heartbeats into SCG signals with
greater repeatability than human experts.

IV. DISCUSSION

We have designed and evaluated a U-Net-based deep
neural network with a squeeze and excitation block that is ca-
pable of detecting heartbeats using a semantic segmentation
approach. The reported performance (sensitivity of 1.000 for
the training set and 0.999 for the validation set, precision
of 0.987 for the training set and 0.97 for the validation set)
proves its high reliability and is similar to the performance
metrics reported by Suresh et al. (sensitivity of 0.98 and

precision of 0.98) in [28] on the same dataset, except subjects
4 and 18.

Despite similar performance, our approach is not the
same as in [28]; the differences lie in the preprocessing
of input signals (min-max normalization versus dividing
into overlapping time windows), blocks of the deep neural
network, parameters of the neural network, and the output
signal (seismocardiogram with annotated heartbeats versus
distance transform-like output).

Such a good performance of heartbeat detection with
a deep neural network is achievable because deep neural
networks are good at modeling diverse phenomena. However,
due to overparameterization and scalability, deep neural net-
works are computationally expensive due to their design [42].
Moreover, normal heartbeats are repetitive (quasi-periodic)
features with similar characteristics that are relatively easy
to capture by neural networks.

The limitations of our study are the study group limited
to 20 healthy subjects between 19 and 30 years of age [13],
[29]–[31], clear signals acquired in the supine position, and
the dependence of heartbeat detection in SCG signals on the
R waves in ECG.

In future research, we consider a wider range of subjects
with different cardiovascular conditions, applying a heartbeat
detector that does not depend on the parallel ECG signal, and
improving the validation process by additional analysis, such
as cross-validation and live tests.
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[16] S. Sieciński, P. S. Kostka, and E. J. Tkacz, “Heart rate variability anal-
ysis on electrocardiograms, seismocardiograms and gyrocardiograms
on healthy volunteers,” Sensors, vol. 20, no. 16, p. 4522, Aug 2020.

[17] F. Cocconcelli, N. Mora, G. Matrella, and P. Ciampolini,
“Seismocardiography-based detection of heartbeats for continuous
monitoring of vital signs,” in 2019 11th Computer Science and
Electronic Engineering (CEEC), Colchester, UK, Sep. 2019, pp. 53–
58.

[18] P.-Y. Hsu, P.-H. Hsu, T.-H. Lee, and H.-L. Liu, “Heart rate and
respiratory rate monitoring using seismocardiography,” in 2021 43rd
Annual International Conference of the IEEE Engineering in Medicine
& Biology Society (EMBC). Guadalajara, Mexico: IEEE, Nov 2021.

[19] J. Ramos-Castro, J. Moreno, H. Miranda-Vidal, M. A. García-
González, M. Fernández-Chimeno, G. Rodas, and L. Capdevila, “Heart
rate variability analysis using a seismocardiogram signal,” in 2012
Annual International Conference of the IEEE Engineering in Medicine
and Biology Society, Aug 2012, pp. 5642–5645.

[20] A. Laurin, A. Blaber, and K. Tavakolian, “Seismocardiograms return
valid heart rate variability indices,” in Computing in Cardiology 2013,
September 2013, pp. 413–416.

[21] A. N. Londhe and M. Atulkar, “Semantic segmentation of ECG waves
using hybrid channel-mix convolutional and bidirectional LSTM,”
Biomedical Signal Processing and Control, vol. 63, p. 102162, Jan
2021.

[22] S. Gharghabi, C.-C. M. Yeh, Y. Ding, W. Ding, P. Hibbing, S. LaMu-
nion, A. Kaplan, S. E. Crouter, and E. Keogh, “Domain agnostic
online semantic segmentation for multi-dimensional time series,” Data
Mining and Knowledge Discovery, vol. 33, no. 1, pp. 96–130, Sep
2018.

[23] H. Lee and M. Whang, “Heart rate estimated from body movements
at six degrees of freedom by convolutional neural networks,” Sensors,
vol. 18, no. 5, May 2018.

[24] S. Mehrang, M. Jafari Tadi, M. Kaisti, O. Lahdenoja, T. Vasankari,
T. Kiviniemi, J. Airaksinen, T. Koivisto, and M. Pänkäälä, “Machine
learning based classification of myocardial infarction conditions using
smartphone-derived seismo- and gyrocardiography,” in 2018 Comput-
ing in Cardiology Conference (CinC), vol. 45, September 2018, pp.
1–4.

[25] Z. Iftikhar, O. Lahdenoja, M. J. Tadi, T. Hurnanen, T. Vasankari,
T. Kiviniemi, J. Airaksinen, T. Koivisto, and M. Pänkäälä, “Multiclass
classifier based cardiovascular condition detection using smartphone
mechanocardiography,” Scientific Reports, vol. 8, no. 1, June 2018.

[26] M. J. Tadi, S. Mehrang, M. Kaisti, O. Lahdenoja, T. Hurnanen,
J. Jaakkola, S. Jaakkola, T. Vasankari, T. Kiviniemi, J. Airaksinen,
T. Knuutila, E. Lehtonen, T. Koivisto, and M. Pänkäälä, “Compre-
hensive analysis of cardiogenic vibrations for automated detection
of atrial fibrillation using smartphone mechanocardiograms,” IEEE
Sensors Journal, vol. 19, no. 6, pp. 2230–2242, Mar 2019.

[27] S. Mehrang, O. Lahdenoja, M. Kaisti, M. J. Tadi, T. Hurnanen,
A. Airola, T. Knuutila, J. Jaakkola, S. Jaakkola, T. Vasankari,
T. Kiviniemi, J. Airaksinen, T. Koivisto, and M. Pänkäälä, “Classifica-
tion of atrial fibrillation and acute decompensated heart failure using
smartphone mechanocardiography: A multilabel learning approach,”
IEEE Sensors Journal, vol. 20, no. 14, pp. 7957–7968, July 2020.

[28] P. Suresh, N. Narayanan, C. V. Pranav, and V. Vijayaraghavan, “End-
to-end deep learning for reliable cardiac activity monitoring using
seismocardiograms,” in 2020 19th IEEE International Conference on
Machine Learning and Applications (ICMLA), Miami, FL, USA, Dec
2020, pp. 1369–1375.

[29] M. A. García-González, A. Argelagós-Palau, M. Fernández-Chimeno,
and J. Ramos-Castro, “Combined measurement of ecg, breathing
and seismocardiograms (cebs database),” 2013. [Online]. Available:
https://physionet.org/content/cebsdb/

[30] M. A. García-González, A. Argelagós, M. Fernández-Chimeno, and
J. Ramos-Castro, “Differences in qrs locations due to ecg lead:
Relationship with breathing,” in XIII Mediterranean Conference on
Medical and Biological Engineering and Computing 2013, L. M.
Roa Romero, Ed. Cham: Springer International Publishing, 2014,
pp. 962–964.

[31] A. L. Goldberger, L. A. N. Amaral, L. Glass, J. M. Hausdorff, P. C.
Ivanov, R. G. Mark, J. E. Mietus, G. B. Moody, C.-K. Peng, and H. E.
Stanley, “PhysioBank, PhysioToolkit, and PhysioNet: Components of
a new research resource for complex physiologic signals,” Circulation,
vol. 101, no. 23, pp. e215–e220, 2000.

[32] I. I. Christov, “Real time electrocardiogram qrs detection using com-
bined adaptive threshold,” BioMedical Engineering OnLine, vol. 3,
no. 1, p. 28, 2004.

[33] J. Pan and W. J. Tompkins, “A real-time QRS detection algorithm,”
IEEE Transactions on Biomedical Engineering, vol. BME-32, no. 3,
pp. 230–236, March 1985.

[34] J. M. Zanetti, M. O. Poliac, and R. S. Crow, “Seismocardiography:
waveform identification and noise analysis,” in [1991] Proceedings
Computers in Cardiology, Venice, Italy, September 1991, pp. 49–52.

[35] C. Yang and N. Tavassolian, “Combined seismo- and gyro-
cardiography: A more comprehensive evaluation of heart-induced
chest vibrations,” IEEE Journal of Biomedical and Health Informatics,
vol. 22, no. 5, pp. 1466–1475, September 2018.

[36] K. Pandia, O. T. Inan, G. T. A. Kovacs, and L. Giovangrandi,
“Extracting respiratory information from seismocardiogram signals
acquired on the chest using a miniature accelerometer,” Physiological
measurement, vol. 33, no. 10, p. 1643—1660, 10 2012.

[37] K. Sørensen, S. E. Schmidt, A. S. Jensen, P. Søgaard, and J. J.
Struijk, “Definition of fiducial points in the normal seismocardiogram,”
Scientific Reports, vol. 8, no. 1, p. 15455, 2018.

[38] O. Ronneberger, P. Fischer, and T. Brox, “U-Net: Convolutional
networks for biomedical image segmentation,” CoRR, vol.
abs/1505.04597, 2015. [Online]. Available: http://arxiv.org/abs/1505.
04597

[39] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for
image recognition,” in 2016 IEEE Conference on Computer Vision
and Pattern Recognition (CVPR), Las Vegas, NV, USA, June 2016,
pp. 770–778.

[40] Y. Bengio and Y. LeCun, Eds., Adam: A Method for Stochastic
Optimization, 2015. [Online]. Available: http://arxiv.org/abs/1412.6980

[41] P. Jaccard, “The distribution of the flora in the alpine zone,” New
Phytologist, vol. 11, no. 2, pp. 37–50, Feb 1912.

[42] N. C. Thompson, K. Greenwald, K. L. Lee, and G. F. Manso, “The
computational limits of deep learning,” MIT Initiative on the Digital
Economy Research Brief, vol. 4, Sep 2020. [Online]. Available:
https://ide.mit.edu/wp-content/uploads/2020/09/RBN.Thompson.pdf

665

Authorized licensed use limited to: Politechnika Slaska. Downloaded on October 03,2022 at 09:01:01 UTC from IEEE Xplore.  Restrictions apply. 



3.4 Semantic Segmentation of 12-Lead ECG Using

1D Residual U-Net with Squeeze-Excitation Blocks

3.4.1 Citation

Exact reference: [46]

3.4.2 Paper Contribution

ECG evaluation is perhaps the most widely used biomedical signal for the performance
of diagnostic measurements. This signal has its reflection in the mechanical action
of the heart and can inform us about the physiological condition of this organ. The
analysis of an electrocardiogram is a complex process that requires specific knowledge.
This paper describes an approach of using deep neural networks for extracting ECG
segments such as: T-Wave, P-Wave, and QRS complex.

Novelty aspects:

• developed an architecture capable of accurate segmentation of relevant segments
of ECG waveform,

• developed method can work in parallel on all of the 12-leads, which makes this
method not only effective but also efficient,

• developed a deep neural network which is efficient and can be run on edge devices.

Possible use cases:

• edge device that can accurately measure and evaluate the cardiac function,

• precise information extraction for all channels in a parallel manner (efficiency),

• can be easily integrated with other software used to evaluate the state of the
cardiac function for in-house monitoring.

3.4.3 Author’s Contribution

The author conceptualized the project, surveyed the related literature, developed and
tested the methodology for data pre-processing, training and evaluating a deep learning
model, analyzed the results and written parts of the manuscript.
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Abstract: Analyzing biomedical data is a complex task that requires specialized knowledge. The de-
velopment of knowledge and technology in the field of deep machine learning creates an opportunity
to try and transfer human knowledge to the computer. In turn, this fact influences the development
of systems for the automatic evaluation of the patient’s health based on data acquired from sensors.
Electrocardiography (ECG) is a technique that enables visualizing the electrical activity of the heart
in a noninvasive way, using electrodes placed on the surface of the skin. This signal carries a lot
of information about the condition of heart muscle. The aim of this work is to create a system for
semantic segmentation of the ECG signal. For this purpose, we used a database from Lobachevsky
University available on Physionet, containing 200, 10-second, and 12-lead ECG signals with annota-
tions, and applied one-dimensional U-Net with the addition of squeeze-excitation blocks. The created
model achieved a set of parameters indicating high performance (for the test set: accuracy—0.95,
AUC—0.99, specificity—0.95, sensitivity—0.99) in extracting characteristic parts of ECG signal such
as P and T-waves and QRS complex, regardless of the lead.

Keywords: ECG; signal segmentation; deep learning

1. Introduction

Electrocardiography (ECG) is a golden diagnostic standard for measuring the electrical
activity of the heart. This signal has its reflection in the mechanical action of the heart
and can inform us about the physiological condition of this organ. The analysis of an
electrocardiogram is a complex process that requires specific knowledge. Engineers try to
help physicians by creating expert systems. This process requires transfer of the specialist’s
knowledge to a computer by feeding it with examples and a set of rules about how to treat
specific cases. There are many possibilities of creation of an expert system—one of the most
developed is using machine learning-based technologies.

One of the subfields of machine learning methods is deep learning (DL)—containing
many hidden layers in the Artificial Neural Network (ANN) structure, which mimics the
performance of the human brain [1].

The convolutional neural network, CNN for short, is a specialized type of neural
network designed for working with two-dimensional data. It creates rich representations
of the input data by sequentially stacking the convolution operations over the image. To
reduce the data size, CNNs are often equipped with pooling layers. The filter values are
being updated using a backpropagation algorithm. Figure 1 presents a sample of 1D CNN.

These structures can be applied for analyses of physiological signals, such as ECG.
The conventional deep convolutional networks are designed to operate exclusively on
two-dimensional data. As described in [2], 1D CNNs are more advantageous than their 2D
counterparts in dealing with one-dimensional data.
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Figure 1. A sample 1D CNN with three-convolutional and two-linear layers [2].

Data annotation is a time-consuming activity, so especially in the era of big data,
systems that automatically (but also reliably) label the data are absolutely necessary.

Related Work

The application of deep learning techniques in processing different physiological
signals was summarized by Faust et al. They analyzed 53 publications from 1 January
2008 to 31 December 2017, 17 concerning ECGs [3]. Another review of using DL methods
for ECG data was performed by Hong et al. in [4]. They evaluated 191 articles published
between 1 January 2010 and 29 February 2020. The authors of this work confirm that the
application of DL methods in ECG analysis (including signal annotation) is becoming an
increasingly frequently discussed topic.

The most frequently discussed issue in relation to the ECG signal is undoubtedly
the anomaly detection. Novotna et al. used DL methods for premature ventricular con-
tractions (PVCs) localization. On the CPSC2018 (China Physiological Signal Challenge
2018) database, they achieved the dice coefficient 0.947 for the model with a max pooling
layer [5].

Du et al. presented a fine-grained multilabel ECG framework to detect correlated
cardiac abnormalities in clinical ECG data using convolutional neural network (CNN) and
recurrent neural network (RNN) [6]. The authors of [7] used U-Net with bidirectional LSTM
for the automated detection of QRS complexes. They achieved an accuracy of 78.73% and
98.29% on the CPSC2019 (China Physiological Signal Challenge 2019) and mitdb datasets,
respectively.

In their work, Weinman and Conrad used transfer learning for improving CNNs
classification of heart rhythm and atrial fibrillation (AF) from short ECG signals [8]. The
authors explored both unsupervised and supervised pretraining of CNN on the Icentia11K
(Icentia11K contains ECG data from 11,000 patients, who wore a monitoring device for up
to two weeks resulting in 630,000 h of ECG signal with over 2,700,000,000 beats labeled
by the device and then again by a specialist) dataset. They showed that pretraining
improves CNN’s performance by over 6% and scored the maximum of F1-score 0.926 for
beat classification.

Another interesting issue is the analysis of the ECG signal in terms of detecting indi-
vidual features in physiological biometrics. Zheng et al., in their work, used BP and DNN
for ECG-based identification [9]. They created and tested their model on two databases:
mitdb (MIT arrhythmia database) and a self-collected one. The database consisted of signals
obtained during various emotions. The authors achieved a 94.39% recognition rate on the
combined datasets.

An automatic segmentation of a signal, which is nothing more than finding the
reference points within it, is crucial in order to perform automatic interpretation of the
signal. There are many different algorithms for segmentation of the ECG signal that use
many signal processing methods and work on different databases. In their work, Beraza
and Romero compared algorithms for ECG segmentation [10]. The authors performed
signal segmentation on ECG using nine different algorithms [11–19] and PhysioNet’s
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QT database [20]. They achieved the best results while using probabilistic methods and
methods based on wavelet transform.

In our study, we propose an alternative approach for the segmentation of a one-
dimensional signal segmentation such as ECG. We created a tool for semantic segmentation
that used a one-dimensional U-Net containing squeeze-excitation blocks.

2. Materials and Methods
2.1. Dataset

In this study, we used the dataset provided by Lobachevsky University [21], available
on the Physionet website. The dataset consists of 200, 10-second, and 12-lead ECG signals,
representing different morphologies. Each of the signals comes with an annotation describ-
ing the starting, stopping, and peak points of the P and T waves and QRS complexes. The
data are compatible with the popular wfdb toolbox. For a more detailed description, please
refer to [21].

Data Preparation

In the provided dataset, some of the annotations were incorrect, containing an anno-
tation without the peak point or with it being mislabeled. These samples were removed
from the data along with its paired signals. In total, there were 2377 signals with a length of
5000 samples. As mentioned, the annotation came in the form of point collection. To create
suitable masks for our model, we transformed the points collection into masks matching
the shape of the input signal. For the specific fragments corresponding to the annotations,
we applied a label in the form of an integer number as follows:

• “0”—background;
• “1”—QRS block;
• “2”—T-wave;
• “3”— P-wave.

Then, we took the generated sparse masks that are one-hot-encoded, and the final
labels have the shape k× 5000× 4, where k indicates the number of samples. The input
signals were normalized using the min–max scaling technique, which is defined as:

x
′
=

x−min(x)
max(x)−min(x)

. (1)

Then, the dataset was split into training, validation, and testing sets as follows: first,
we divided the data into a training and testing set with 80% and 20%; then, we extracted
20% of the training set into the validation set. The distribution of the dataset is presented
in the Figure 2.

Figure 2. Data distribution.

The distributions between categories across the dataset are as follows:

• Background—7,309,154 points,
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• QRS complex—894,721 points;
• P-wave—1,516,929 points;
• T-wave—814,196 points.

2.2. Model Architecture

For our study, we chose the U-Net architecture design proposed by Ronnenberger et al. [22]
and adapted it for the task of 1D semantic segmentation. Inspired by the paper [23], we
have decided to incorporate residual and squeeze-excitation blocks into our model. A
diagram of the model architecture is presented in Figure 3. A full diagram of the model is
available as supplementary material (File S1).

Figure 3. Diagram of the model.

2.2.1. Encoder

The encoder part of our network is a modified ResNet [24] convolutional neural
network. It was designed with four sequentially connected blocks. The single block was
made of 3 functional units:



Appl. Sci. 2022, 12, 3332 5 of 13

1. Convolutional unit—this unit consists of a one-dimensional convolutional layer fol-
lowed by batch normalization [25];

2. Squeeze-exciting unit—is a cell designed to improve the representational power of a
network by enabling it to perform channel-wise feature calibration. The inputs to this
block are the feature maps generated by the convolutional unit. Each of the channels
is being “squeezed” into a single numeric value using global average pooling. This
value will be passed through two feed-forward layers activated by the ReLU and
sigmoid functions to add nonlinearity and give each channel a smooth gating function.
Then, the output of the sigmoid function is weighted by the input feature maps to get
the excitation [26];

3. Residual unit—this unit stacks two convolutional units, and on top of them, the
squeeze-exciting unit is being stacked. The output is being added to the input fea-
ture maps.

The encoder consists of four of these blocks as a single convolutional unit followed
by four consecutive residual blocks. The outputs of the second and third block are being
concatenated with the averaged pooled input data.

2.2.2. Decoder

The decoder part consists of up-sampling layers followed by concatenation with
encoder feature maps and convolutional units. In total, there were 34,305,156 parameters
from which 34,816 were not trainable.

2.3. Training Process

The training procedure was conducted using the Adam optimization algorithm [27]
and categorical cross-entropy as the loss function. We have examined two versions of our
model—one with and one without squeeze-exciting blocks. Both models were trained with
the following parameters:

• 32 mini-batch size;
• starting learning rate of 0.0005.

The hyperparametrs were tuned empirically. For this procedure, we have defined a
set of callbacks to prevent overfitting and optimize learning:

• Model checkpoint—saving the model that achieves the best validation loss score;
• Reduce learning rate—dynamic learning rate set to decrease by half each 3 epochs

when the validation loss is not improving;
• Early stopping—stopping the training procedure when the model overfits the data

(after 3 epochs).

The model was set to be trained for 100 epochs, but after 20 epochs, the early stopping
callback stopped the learning process due to overfitting. The model with the best validation
loss was saved.

The described model was trained on an NVIDIA RTX 2080Ti graphics card with 12 GB
of video RAM. The model was designed with the help of Tensorflow and Keras deep
learning libraries.

3. Results

This section provides numerical and visual results of the training, validation, and
testing of the proposed models. We compared the models with and without the addition of
squeeze-exciting blocks.

3.1. Numerical Results

To examine the overall model performance, we calculated standard metrics, such as
precision, recall, and area under the ROC curve. The numerical results are presented for
two versions of the model—with and without squeeze-exciting blocks. The comparison
between these two models is shown in Table 1.
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When evaluating on the test set, the Jaccard index [28] and the F1-score were also
defined to properly test the trained models (see Table 2). The Jaccard index J(A,B) and
F1-score F1(A,B) are defined as follows:

J(A,B) =
|A ∩ B|
|A ∪ B| , (2)

F1(A,B) =
2 · |A ∩ B|
|A|+ |B| , (3)

where A ∩ B is the intersection of sets A and B, and A ∪ B is the union of sets A and B.

Table 1. Comparison between metrics achieved without and with squeeze-exciting blocks for the
train, validation, and test datasets.

Without Squeeze-Exciting With Squeeze-Exciting

Dataset Train Validation Test Train Validation Test

Accuracy 0.97 0.92 0.92 0.97 0.95 0.95
AUC 0.99 0.98 0.98 0.99 0.99 0.99

Specificity 1.0 0.99 0.97 0.99 0.99 0.95
Sensitivity 1.0 0.99 0.99 0.99 0.99 0.99

Recall 0.97 0.92 0.92 0.98 0.95 0.95
Precision 0.97 0.92 0.92 0.97 0.95 0.95

Loss 0.06 0.25 0.39 0.06 0.14 0.14

Table 2. Comparison of the Jaccard index and F1-score achieved without and with squeeze-exciting
blocks for the test dataset.

Jaccard Index F1-Score

Macro Micro Weighted Macro Micro Weighted

Without squeeze-exciting 0.8 0.86 0.86 0.87 0.92 0.92
With squeeze-exciting 0.87 0.91 0.91 0.93 0.96 0.96

As we are dealing with a multi-class segmentation problem, the aforementioned
indicators were calculated in three different variants: micro, macro, and weighted. With
the ‘micro’ variant, we calculate metrics globally, i.e., by counting the total true positives,
true negatives, false negatives, and false positives. For the ‘macro’ variant, we calculate
metrics for each label, and then, we calculate their unweighted mean. This does not take
label imbalance into account. In case of the ‘weighted’ variant, we calculate metrics for
each label and find their average, which is weighted by the number of true instances for
each label. This alters ‘macro’ to account for label imbalance.

Based on the results presented in Table 2, we can see that the squeeze-excitation blocks
enhance the overall performance of the model. They also provide a better generalization of
the problem, which can be seen by analyzing the loss function across different sets.

The learning curves are presented for the model that contains squeeze-excitation
blocks since it yields better results (see Figures 4–8).
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(a) Accuracy for training and validation data (b) AUC for training and validation data

Figure 4. Learning curves—accuracy and AUC among the epochs.

Accuracy is a percent of correct predictions. It describes the performance of the model
among classes. Accuracy is given by the following formula [29]:

Accuracy =
TP + TN

TP + FP + TN + FN
, (4)

where TP—true positive value, TN—true negative value, FP—false positive value, FN—
false negative value (applies to Formulas (4)–(8)).

AUC, Area Under the ROC Curve, provides information on how well the model
distinguishes between the classes. The desired value is an AUC as close as possible to 1.

(a) Specificity for training and validation data (b) Sensitivity for training and validation data

Figure 5. Learning curves—specificity and sensitivity among the epochs.

(a) Precision for training and validation data (b) Recall for training and validation data

Figure 6. Learning curves—precision and recall among the epochs.
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Figure 7. Loss on training and validation data among the epochs.

Figure 8. Learning rate among the epochs.

Specificity is a metric that describes the model’s ability to correctly predict the true
negative value. Specificity is given by the following formula [29]:

Speci f icity =
TN

TN + FP
. (5)

Sensitivity is a metric that describes the model’s ability to correctly predict the true
positive value. Sensitivity is given by the following formula [29]:

Sensitivity =
TP

TP + FN
. (6)

In this case, to determine the sensitivity, we first compute specificity at 200 differ-
ent thresholds (thresholdn = thresholdn−1

2 ; n = 1, 2, 3, . . . , 200; threshold0 = 1). Then, the
sensitivity is computed at the chosen threshold [30].

When the model achieves high specificity and sensitivity values after the learning
cycle, that means that the results are reliable.

Precision is a ratio between the number of true positive samples and all samples
classified as positive (i.e., the sum of true and false positive samples). This metric shows
the model’s ability to correctly classify positive samples. Precision is given by the following
formula [29]:

Precision =
TP

TP + FP
. (7)

Recall is a metric that defines how well the model detects the positive samples. It is
calculated as a ratio between true positive samples and all positive samples (that is, the
sum of true positive and false negative samples).

Recall =
TP

TP + FN
. (8)
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Loss, in other words, penalty for a bad prediction, is a value that indicates how bad
the model prediction was on a single sample. In simple terms—the lower the loss, the
better the model.

We have calculated the percentage of correctly classified samples for each class and
presented it in the form of confusion matrices. Figure 9 shows confusion matrices for each
class for the test dataset.

(a) Background (b) QRS block

(c) P-wave (d) T-wave

Figure 9. Confusion matrices for each class for the test dataset.

The percentage of correctly classified samples can be calculated as the sum of the
values on the main diagonal. For the test dataset, the model scored the following values for
each class:

• background—95%;
• QRS block—99.3%;
• P wave—99%;
• T wave—98%.

3.2. Visual Results

To compare predictions of the created model with the original annotations, we chose
three examples of signals from the test dataset. As the model containing the squeeze-
exciting blocks achieved better results, only its predictions were visualized.

Figure 10 show signals with masks presented as follows:

• black—background (0);
• red—QRS block (1);
• blue—T wave (2);
• cyan—P wave (3).

In the figure, we can see that the model correctly segmented all the aforementioned
ECG fragments regardless of the signal lead.



Appl. Sci. 2022, 12, 3332 10 of 13

Figure 10. The result of the segmentation using the model on all twelve leads of the ECG signal.

4. Discussion

In this work, we presented a solution for extracting P and T-waves and QRS complexes
from 12-lead ECG signals using methods that are mostly used in the image processing
domain. The created model achieves a high set of performance parameters (accuracy, AUC,
specificity, and sensitivity) independently on all signal leads. Thanks to this, our solution
can be used in any type of electrode configuration as a basis for heart rhythm and heart rate
variability (HRV) classification as well as many other parameters resulting from specific
fragments of ECG. Using our method, we obtained results comparable or better than those
presented in the literature [3–19].

According to the World Health Organization (WHO), the top cause of death worldwide
in 2019 was ischemic heart disease [31], also showing the biggest increase in deaths since
2000. This disease has its representation in ECG as ST-segment elevation or depression.
Taking into account the growing popularity of wearable devices (e.g., a smart watch or a
smart band equipped with a simple ECG recorder), we have a chance for earlier detection
of cardiovascular disorders by applying real-time segmentation methods and ECG analysis
on an everyday basis for high-risk patients.

The deep learning approach seems to be an effective solution to the problem of medical
signal segmentation. Considering the ability of neural networks to capture highly nonlinear
patterns and their efficient feature extraction process, it can be used to help diagnose
patients based on the signals captured from their body. These solutions are yielding
state-of-the-art results and can be adopted as preliminary diagnosis systems.

For solving the problem of semantic segmentation of ECG, we have chosen to use
U-Net like architecture. This solution has a few advantages. First, convolutions are less
computationally expensive than for example the transformer model, which adopts point-
wise dependencies discovery, whose complexity increases quadratically with the length
of the time series, which given a time series of a 5000-samples length can easily become
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intractable. In turn, the lower computation cost can be advantageous when trying to incor-
porate neural network models onto microprocessors to work directly on hardware. Given
the nature of the problem—recognizing sequentially repeating signals—using convolution
seems to be a suitable solution since it is sensitive to a local neighborhood of values.

A significant challenge in creating a system for ECG segmentation is finding an
appropriate database for training the model or classifier. For this purpose, signal generators
can be used, such as the one proposed by Stabenau et al. [32]. Artificial signals can be used
to pretrain models that then are tuned to a real data.

In the future, we plan to replace the up-sampling layers of the decoder with one-
dimensional transposed convolution layers that have learnable parameters. Based on the
success of the transformer architecture [33] in natural language processing, we also consider
replacing the convolution-based feature extractor with the mentioned architecture. In the
future work, besides architectural changes, we also plan to extend our dataset with new
categories that represent both healthy P and T-waves, ORS-complexes, and pathological.
Another direction worth exploring in the future research is the use of a semantic segmenta-
tion approach to detect more complex, and non-sequential events in biomedical signals
comparing a wider range of architectures, from 1D convolutional networks, Performer [34],
and Linformer [35] and new architectures that seem to be a bridge between the two [36].

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/app12073332/s1. File S1: Full diagram of the proposed model.
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Chapter 4

A new paradigm

Deep learning systems in healthcare must be transparent and interpretable in a way
that encourages public confidence in the algorithms and models that will be used to
make critical decisions. This is especially true for healthcare applications, where ex-
plainability is essential for clinical judgments. When a deep learning model produces a
prediction or delivers a diagnosis, it is vital that physicians are able to understand the
reasoning behind the decision-making process in order to provide the best possible care
to patients. The adoption of these systems in healthcare can suffer if a model comes to
a conclusion that cannot be justified or understood. This might result in mistrust and
skepticism toward the technology. In biomedical sciences, it is crucial that decisions
made by neural networks can be traced back to specific features, their combinations,
and data points in training data. This is important for identifying possible biases or
weaknesses in the models and for confirming their precision and applicability in vari-
ous clinical scenarios. Without it can be difficult to ensure the safety of deep learning
systems in healthcare. Interpretable models can bridge the gap between clinicians and
data scientists, which in turn can provide better care for the patient.

4.1 Limits of deep learning

Although deep neural networks have achieved spectacular results, they also suffer from
many flaws. In the paper [47] authors showed that deep neural networks can be easily
fooled while performing image classification by adding noise to the input data, which
did not affect the perceived object as seen by humans. Garry Marcus, a professor of
psychology and neural sciences at New York University, has written a paper on problems
that deep learning has not yet solved [48]. He pointed out several limitations, such as

• They are data hungry - neural networks perform well under three conditions:

1. The data set on which they were trained is large and annotated,

2. The data set on which they were trained is diverse,

3. The architecture of the model is large enough.

Human or animal intelligence needs a few examples to solve a particular task,
which is why Marcus thinks that more work should be put into unsupervised
deep learning,
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• They do not create compositional representations - this can be understood better
when considering image classification task. Although architectures such as con-
volutional neural networks do build up a higher-level feature representation for
determining an object’s category, they do not deconstruct such an object into its
distinctive parts.

• They are not sufficiently transparent,

• The prior knowledge cannot be well integrated,

• They are unable to perform symbolic manipulation,

• They are unable to distinguish causation from correlation.

In recent years, there has been a development of so-called explainable artificial in-
telligence (XAI) methods. These methods were supposed to allow developers of deep
learning algorithms to gain insight into the inner workings of a neural network. Ex-
plainability is essential in deep learning models to ensure accountability, transparency,
and trustworthiness.

One popular technique for explainability is SHAP (SHapley Additive exPlanations)
[49], which is a game-theoretic approach to explain the output of any machine learning
model. SHAP provides a unified approach to explain the output of any model by
calculating the importance of each feature in the prediction. This technique allows us
to identify the features that are most important in making the prediction, which can
help us gain insight into how the model works.

Another popular explainability algorithm is LIME (Local Interpretable Model-Agnostic
Explanations) [50], which is a method for explaining the predictions of any black-box
model by approximating it with a simpler model. LIME creates a local approximation
of the model at the instance level by creating a linear model that approximates the
complex model’s behavior. This method helps us identify which features of the input
data influenced the prediction, which can be helpful in identifying data biases.

GradCAM (Gradient-weighted Class Activation Mapping) [51] is another explain-
ability algorithm that can be used to identify the most important parts of an image that
led to a particular prediction. GradCAM works by using the gradients of a specific class
with respect to the final convolutional layer to generate a heat map of the important
regions in the image. This technique allows its users to understand which parts of the
image the model is focusing on and which features of the image are most important in
making the prediction.

Although algorithms such as SHAP, LIME, and GradCAM are useful techniques
for explainability in deep learning models, they are not always sufficient alone. These
methods have the drawback that they only offer a partial understanding of how the
model functions. For instance, SHAP and LIME are often used to highlight the sig-
nificance of input variables in a prediction, but they do not necessarily shed light on
the model’s decision-making process. Similarly to this, GradCAM is a useful tool for
locating critical areas in a picture, although it might not fully explain how the model
came to its conclusion.

Moreover, these methods might not always apply to explain the behavior of more
intricate models, such as deep neural networks with numerous layers. In these scenarios,
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the explanations offered by these methodologies could be challenging to understand, and
the insights that follow could be narrow. Additionally, these techniques may not always
capture the full complexity of the decision-making process, particularly when dealing
with more nuanced or abstract concepts.

Furthermore, these approaches might not always be able to spot biases or ethical
issues in the model. Although explainability is crucial for ensuring that models are
reliable and open, it does not necessarily guarantee that its predictions are ethical or
free from bias. For example, SHAP or LIME may identify certain features as being
important in a prediction, but they may not necessarily identify whether these features
are biased or discriminatory.

4.2 Best of both worlds

Both neural networks and fuzzy systems have certain disadvantages which almost com-
pletely disappear by combining both concepts. They can be used for solving a problem
(e.g. pattern recognition, regression, or classification) if there does not exist any math-
ematical model of the given problem.

Neural networks and deep learning techniques come especially useful when dealing
with high-dimensional, complex, nonlinear data, where feature extraction done by hand-
crafted algorithms does not scale. That being said, they can only be applied when
a sufficient amount of observed examples are provided. On the one hand, no expert
knowledge of the problem needs to be given. On the other hand, it is not straightforward
to extract comprehensible rules from the neural network structure.

In contrast, a fuzzy system demands linguistic rules instead of learning examples
as prior knowledge. Furthermore, the input and output variables have to be described
linguistically. If the knowledge is incomplete, wrong, or contradictory, then the fuzzy
system must be tuned. Since there is no formal approach for it, the tuning is performed
in a heuristic way. This is usually very time-consuming and error-prone.

From the description of both deep learning and fuzzy logic, one might see that from
combining the best of both worlds, a system capable of both human-like reasoning and
learning might emerge. Both pros and cons of both were summarized in a table 4.1.

In summary, current notions of explaining the decision-making process of a deep
neural network are insufficient for real-world scenarios. With the mentioned methods
we can only get a glimpse of the prediction-relevant information but we do not get a
whole picture, which is crucial considering the possible applications of these models in
biomedical engineering and life sciences.

From the description of both deep learning and fuzzy logic, one might see that by
combining the best of both worlds, a system capable of both human-like reasoning and
learning might emerge. In the past, researches have tried to integrate both algorithms
into a single structure that would enable learning and expressing knowledge in a fuzzy
logic manner.
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Deep learning Fuzzy Systems
Highly complex models Simple models
Require large amounts of data Can work with small data sets
Can be sensitive to data bias Can handle data bias
Difficult to interpret Transparent and interpretable
Require significant computational re-
sources

Can be computationally efficient

Can be prone to overfitting Robust to noisy data
Cannot be easily modified Can be easily modified
Learns from input exampels Everything is defined explicitly
Difficult to extract knowledge Knowledge is easily extracted
Difficult to use prior/expert knowledge Expert knowledge is easy to incorpo-

rate
Does not perform reasoning in human-
like manner

Performs reasoning the resembles hu-
mans

Table 4.1: Comparison of deep learning and fuzzy systems

4.3 Neuro-Fuzzy Inference Systems

Fuzzy inference systems represent an important part of fuzzy logic. In most practical
applications (i.e. control), such systems perform crisp non-linear mapping, which is
specified in the form of fuzzy rules encoding expert or common sense knowledge about
the problem at hand [52]. There are three main types differentiated in the available
literature.

4.3.1 Cooperative Fuzzy Inference Neural Networks

In this setting, an artificial neural network and a fuzzy logic inference system work
independently from each other. The neural network tries to learn parameters of a fuzzy
system - either membership functions or fuzzy rules. Once the fuzzy inference system
parameters are obtained, the neural network goes to the background [53]. There exist
four different settings for this type of neuro-fuzzy inference system:

• Fuzzy neural network learns the fuzzy set from the given training data. This is
usually done by fitting the membership functions with a neural network. The
fuzzy sets are then determined offline. They are then utilized to form the fuzzy
system by fuzzy rules that are also given (not learned) [54]. This type of cooper-
ative FINN is described in Figure 4.1a.

• Neuro-fuzzy system determines fuzzy rules from training data by a neural network.
Here, as well, neural networks learn offline before the fuzzy system is initialized.
The rule learning is usually done by clustering on self-organizing maps [55, 54].
This type of cooperative FINN is described in Figure 4.1b.

• Neuro-fuzzy system learns all membership function parameters online, i.e., while
the fuzzy system is applied. Thus, fuzzy rules and membership functions must
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initially be defined beforehand. Moreover, the error has to be measured to improve
and guide the learning step [54]. This type of cooperative FINN is described in
Figure 4.1c.

• The neural-fuzzy system determines rule weights for all fuzzy rules by a neural
network. This can be done online and offline. A rule weight is interpreted as the
influence of a rule. They are multiplied by the output of the rule [54]. This type
of cooperative FINNs is described in Figure 4.1d.

(a) (b)

(c) (d)

Figure 4.1: Cooperative FINNs types [54].

4.3.2 Concurent Fuzzy Inference Neural Networks

In this setting neural network aids the fuzzy system continuously (or vice versa) to
obtain the required parameters especially if the input variables of the controller cannot
be measured directly. These kinds of combinations do not update the fuzzy system but
only help to enhance the performance of the overall system. Learning occurs only in
the neural network, and the fuzzy system remains unchanged during this phase [53].
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Figure 4.2: Concurent FINN [53].

4.3.3 Hybrid Fuzzy Inference Neural Networks

In this setting, the fuzzy system and neural network are one fully merged system. The
fuzzy system utilizes the learning algorithm since it is depicted in a special neural
network-like structure. These hybrid models have supervised learning abilities. They
are made up of nodes, which depend on parameters that are updated based on certain
learning algorithm to reduce error measure and links that always show the direction
of information flow. The adaptive network received much attention from various fields
as a result of its enticing features such as speedy convergence, accurate learning, ease
of use, tolerating uncertainties, and imprecise information. The learning algorithm
for updating the fuzzy inference system (FIS) parameters can be a back-propagation
or hybrid learning algorithm [53]. Hybrid neuro-fuzzy systems are homogeneous and
usually resemble neural networks. Here, the fuzzy system is interpreted as a special kind
of neural network. The advantage of such hybrid FINN is its architecture, since both
fuzzy system and neural network do not have to communicate with each other anymore.
They are one fully fused entity. These systems can learn online and offline. The rule
base of a fuzzy system is interpreted as a neural network. Fuzzy sets can be regarded as
weights, whereas the input and output variables and the rules are modeled as neurons.
Neurons can be included or deleted in the learning step. Finally, the neurons of the
network represent the fuzzy knowledge base. Obviously, the major drawbacks of both
underlying systems are overcome [54]. A diagram of the information flow in such a
system is presented in Figure 4.3.

Figure 4.3: Hybrid FINN [54].

In the late 1990s and early 2000s artificial intelligence research community focused
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on developing these hybrid models. As a result, few variations became mainstream.

• Mamdani Integrated Fuzzy Inference System uses the method of gradient descent.
to learn the parameters of a membership function [28]. In this method, you try
to find the best values of a parameter by minimizing a cost function. It consists
of five functional layers:

– Input Layer - this layer consists of direct inputs. Each node in this layer
consists of individual inputs that are passed directly to the nodes of the next
layer [56],

– Fuzzification Layer - this layer is responsible for converting crisp inputs
passed from the input layer into Fuzzy Sets. It tries to find the degree of
membership of each individual input value in the fuzzy set. Fuzzy clustering
approaches are used to define the number and type of membership functions
for each input variable. Throughout the process of backpropagation, the
membership function’s numbers and types of the membership function will
continue to change to fine-tune the entire system [56],

– Rule Antecedent Layer - this layer is used to define the antecedents of the
rule base The output of this layer is the firing strength of the corresponding
fuzzy rule [56],

– Rule Consequent Layer - it is used to determine the consequents for each
rule antecedent. It helps to define the membership of each antecedent to the
output value. The number of nodes in this layer is equal to the number of
rules in the previous layer [56],

– Defuzzification Layer - in this layer, all the rule consequents are combined
using the T-Co-Norm operation [57] and then converted into crisp outputs
using the defuzzification approaches [56].
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The architecture of the Mamdani Integrate FIS is depicted on Figure 4.4

Figure 4.4: Mamdani integrated architecture [56].

• Takagi-Sugeno Integrated Fuzzy Inference System - works similarly to the Mam-
dani Integrated FIS. The difference is that it has an additional layer for rule
strength normalization. It works by determining the firing strength of each rule
and then dividing it by the sum of all the firing strengths of the rules following
the equation 4.1.

w′
i =

wi∑n
i=0 wi

(4.1)

The fifth layer is used to determine the consequents of the rule using the least-
squares estimation method 4.2

w′
ifi = w′

i(pix1 + qix2 + ri) (4.2)

In this equation, p, q, and r define the consequent parameters. The final layer is
used to aggregate all the output from the previous layer 4.3

y =

∑n
i=0 wifi∑n
i=0wi

(4.3)

The diagram for Takagi-Sugen FIS is presented by the Figure 4.5
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Figure 4.5: Takagi-Sugeno integrated architecture [56].

• Tsukamoto Fuzzy Inference Neural Network - in this model, instead of having a
constant or linear output of fuzzy memberships, the system outputs a monotonic
membership function, which is defuzzified using the weighted average approach.
Since it is a weighted average approach, the process becomes very fast, and hence
time is not wasted during the detailed process of defuzzification. The output of
the Tsukamoto fuzzy inference sysetm is always crisp, no matter what the input
types are [56]. However, the Tsukamoto fuzzy model is not used often since it is
not as transparent as either the Mamdani or Sugeno fuzzy models.

• Adaptive Neuro Fuzzy Inference Systems (ANFIS) - using this system, researches
could represent both the Sugeno and Tsukamoto systems, hence its name, adap-
tive network, as with one network, you can represent multiple networks with minor
changes [56]. The Mamdani Fuzzy Inference System can also be represented us-
ing ANIFS. It is the most widely used neuro-fuzzy system for modeling extremely
complex nonlinear systems [58]. The most challenging part of designing this sys-
tem is determining the type and number of membership functions, suitable to the
process or system. ANFIS is generally very efficient until the number of inputs is
less than five [58]. The overall architecture is presented on Figure 4.6
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Figure 4.6: ANFIS architecture [58].

4.3.4 Limits of Neuro-Fuzzy Inference Systems

Neuro-Fuzzy Inference Systems were once one of the most powerful and exacting tech-
niques in machine learning. But their limits were quickly uncovered, and they have
fallen behind more efficient and scalable machine and deep learning methods. The
first big problem is the fact that they still cannot process the unstructured data, such
as text and images. Algorithms such as ANFIS cannot be adapted to more widely
used architectures such as convolutional neural networks, recurrent neural networks, or
transformers. Another reason lies in their architecture. By merging multilayer neural
network with fuzzy logic system into a single object, researchers have putted a con-
straint regarding the deepness of the neural network. From recent developments in
the deep learning field, it has become known that those algorithms given enough data
create levels of abstraction which create linear separation in the input data space. By
constraining the number of layers of a neural network, we are basically making it unable
to correctly separate data points, thus worsening their overall performance.

4.4 Fuzzy Representation Learning

”Prediction is the essence of intelligence.” —Yann LeCun [59]

4.4.1 Intuition

Many of the leading scientists in the field of artificial intelligence and neuroscience
believe that the essence of intelligence is the ability to make predictions. Although it
is hard to argue against it because at the end of the day prediction is necessary for
any learning system to improve, it also seems that something is missing. When we
humans make predictions, we do not make them directly from sensory input. Instead,
after receiving the sensory stimulus, we seem to evaluate the sensory input against our
internal world model to finally make predictions [60]. When tuned, this so-called world
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model works as an inference engine to evaluate course of actions or to make predictions
about observed phenomenon directly.

The progression of learning algorithms over the last few decades has been based
on further automation. We went from implementing entire logic of the system (expert
systems) to automating the decision making process based on features computed in
the feature extraction process (machine learning), to finally automating both feature
extraction and decision making process (deep learning). On the one hand, we have
learned that knowledge derived from data, through the learning process, is the only
way forward. On the other hand, by automating almost the entire process, we have
abandoned crucial elements of any real-world system, such as transparency, explainabil-
ity, knowledge derivation, and others which were discussed in greater detail in chapter
4.1.

This chapter proposes a new paradigm, which in its principles resembles the neuro-
fuzzy inference system, but mitigates the constraints put upon these systems. In its
essence, this system is about making deep neural networks create hypothesis instead
of making predictions. The hypothesis/explanation of the problem takes the form of a
fuzzy inference system. This solution utilizes the power of making the models deeper,
can be applied to any neural network architecture, and provides fully-explainable, in-
terpretable, and transparent solution. In their current state, neural networks use the
biases in the data to make their predictions, which leads to biased predictions - essen-
tially, deep neural network trained on the data set with high imbalance, low diversity
and insufficient data set size will make predictions correlated with the categories they
were trained on, but their prediction will not reflect the actual task we wanted them
to solve. Instead of being prediction machines which will ”tell” its trainer anything
that he/she wants to ”hear”, their decision making process should resemble more the
scientific method, in which prediction about the future or the state of the world is made
through stating a hypothesis.

In summary, prediction is necessary for any learning system, but it should not be
the goal of the learning system. Sensory information should be evaluated on the basis
of the stated hypothesis, which in turn generates a prediction. Thus, prediction is just
a by-product of the learning system, the explanation is what we should be optimizing
for.

4.4.2 Algorithm

The main idea behind this algorithm is that a deep neural network based on input data
must produce a complete fuzzy logic system which is then used to make a prediction.
There are no rules specified by humans; the system converts information from input to
fuzzy system to prediction in the end. The steps of the algorithm are as follows:

1. Feature extraction - given the input data, we pass it through the deep neural
network to extract relevant features and obtain the latent representation of the
feature vector,

2. Defining fuzzification of the features - the neural network, from its latent
representation of the input data produces a matrix describing the fuzzification
process for features. The matrix is of shape: number of features x granularity x
parameters and is called an FGP matrix,
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3. Fuzzy adjectivity scores for features - this step focuses on computing the
adjectivity score of the input features for all G adjectivity/membership functions
in a univariate manner. A fuzzy adjective is a vector describing particular feature
membership to all of G adjectivity functions,

4. Crisp adjectivity scores - in this step, we compute the crisp values for all fuzzy-
adjectinvess vectors, for all input features. This operation produces a vector called
an adjective vector. This operation is carried out using a softargmax function [61].

5. Defining fuzzification of the classes - the neural network, from its latent
representation of the input data produces a matrix describing the fuzzification
process for class membership. The matrix is of shape: number of classes x class
granularity x number of features x parameters and is called an CMFP matrix,

6. Fuzzy adjectivity scores for classes - this step focuses on computing the mem-
bership score of the adjectives for all M membership functions in a multivariate
manner. A fuzzy class is a vector describing the membership of a particular class
to all the M membership functions,

7. Summation - we compute the summation for M-membership functions,

8. Output computation - compute the softargmax for the summed membership
values to get the output class.

The figure 4.7 illustrates the architecture of such a system.

Figure 4.7: Overall system architecture.

For both feature fuzzy adjectivity scores and class memberships, various functions
can be used. While implementing the Gaussian function was employed. For features we
compute univariate version, and for class membership the multivariate case was used.
The Gaussian membership function is described by Equation 4.4
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e−0.5[(X−µ)T
∑−1(X−µ)], (4.4)

where:

• X - denotes the input vector,

• µ - denotes the vector describing the centers of the Gaussian functions,

•
∑

- denotes the covariance matrix.

Individual covariances were set to zeros to make computation easier. The σ denotes
the variance of a Gaussian function, which is defined as 4.5.

∑
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22 . . . 0
...

...
. . .

...
0 0 . . . σ2

KK

 (4.5)

For computing the vector of adjectives and final prediction, the softargmax [61]
function was used instead of argmax, for two reasons:

• it is differentiable, which is a crucial property for modules used along deep neural
networks,

• it allows for a degree of uncertainty - if two values are close together, given a
specific parameterization of this function, it allows for measuring the performance
of a model.

The softargmax function is defined by equation 4.6:

f(x) =
∑
i=0

eβ∗xi∑
j=0 e

β∗xj
∗ i, (4.6)

where:

• β - adjustable parameter, the higher it is, the more precise the output is,

• x - input vector.

4.4.3 An example solution

As a proof of concept, the XOR logic gate (exclusive OR) was adapted as a problem
to be solved. The XOR is a logic gate that gives a true (high-state) output when
the number of true inputs is odd; otherwise the state is false (low-state). It is also
considered as the simplest nonlinear problem. To describe this problem in the setting of
this algorithm, the granularity of feature membership functions (number of adjectives
to describe a feature) was set to two (each feature can be either high or low). The
granularity of the class memberships was also set to two because each combination of
feature adjectives can be assigned to two possible states within one class (each class
can be in a high or low state). In summary, the FGP feature descriptor and the CMFP
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class descriptor have the shapes 2x2x2 and 2x2x2x2 respectively. The neural network
was a standard feedforward neural network with two hidden layers, each consisting of
128 neurons followed by the ReLU activation function [62].

The model was trained using the binary cross-entropy function, which is a standard
for training deep neural networks for the classification task [63].

The model was trained for 100 epochs, resulting in a final loss of 0.1231. The
evolution of the fuzzy system is presented in a series of figures 4.8-4.14.

Figure 4.8: Fuzzy representation at first epoch.
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Figure 4.9: Fuzzy representation at 10-th epoch.

Figure 4.10: Fuzzy representation at 25-th epoch.

84



Figure 4.11: Fuzzy representation at 45-th epoch.

Figure 4.12: Fuzzy representation at 60-th epoch.
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Figure 4.13: Fuzzy representation at 75-th epoch.

Figure 4.14: Fuzzy representation at 100-th epoch.

The 4.14 describes the final fuzzy inference system. The first row presents how
the neural network assigns the ”adjectivity” score to the input variables. The blue
line indicates when the network ”thinks” of its input as being ”small”, and the red
one denotes when the neural network thinks its input as ”big”. The next two rows
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describe how the algorithm assigns the class memberships for an adjective vector. The
second row and first column image describes the membership to the low-state class (0)
by considering when the adjectives for both features are ”small”. The same logic is
applied to every other class membership presented in 4.14.

From the results presented above, it is clear that the deep neural network solved the
XOR problem using the fuzzy logic system. However, the solution is not perfect and
will be discussed in the next section.

4.4.4 Summary

Although it may seem otherwise, this work is essentially different from the approaches
described in chapter 4.3.

The proposed solution may resemble the third type of cooperative fuzzy inference
neural network. The main counterargument to classifying this solution as the third
type of cooperative fuzzy inference neural network is that, in the existing literature,
this setting of the fuzzy inference system is described as working independently of the
neural network [54]. In the paper [64] authors described the cooperative fuzzy inference
system in a more precise way, but they also added that the structure is not totally
interpretable, which is also not the case for the proposed solution. The clear example
of a cooperative neural network and a fuzzy logic system was described in [65] where
the neural network was used to correct the output of the fuzzy system in inference or
uses them to predict another parameter. In that case, the proposed solution does not
fit the cooperative type.

The presented algorithm may also seem like a concurrent type at first glance, because
there is a direct link between the neural network’s output and the fuzzy inference
system, but it cannot be because the neural network does not serve as a pre-processing
step in the proposed solution.

This paper describes a system that combines both a neural network and a fuzzy
logic inference system into a single structure, optimized by a single objective function.
Therefore, this method can be classified as a hybrid one, although unlike the solutions
presented in chapter 4.3 in this setting, the fuzzy inference system is not built into the
structure of the neural network, rather the neural network proposes a fuzzy inference
system.

Taking into account all the arguments presented above, the proposed method may
be classified as a hybrid fuzzy inference neural network, but given its structure, infor-
mation processing paths, and intuition behind it, the most fitting name would be fuzzy
representation learning.

There are a number of things that are important to add or improve with the current
solution. For the future work, two variants can be considered, short- and long-term.
To enumerate some of them:

1. Short-term:

• Adding an optimizeable constraint on membership function variance, as can
be seen in figure 4.14 the memberships are not perfect. Membership functions
describing both high and low states of an input feature should approach the
delta function for this case. The same goes for class memberships - the
variance of the function should be minimized;
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• Adding additional membership functions;

• Making the feature and class granularity an optimizable parameter, so the
additional work is taken off of the user;

• Adding the mechanism of mixing different membership functions;

• Testing this solution on other, more challenging datasets.

2. Long-term

• Creating a reusable package that can be used and evaluated by other re-
searchers;

• Extending this idea to work on time-series data, images and text;

• Evaluate possibility for different learning paradigms (beyond purely super-
vised).

This chapter presents a new method that combines deep learning methods and
fuzzy logic. As stated in numerous papers, the potential that comes from merging
these two techniques is enormous, but yet no effective solution has been found. With
fuzzy representation learning, there is hope that this type of information processing
may be useful in a variety of machine learning problems.

By learning to create fuzzy systems, the model has to conceptualize the problem
itself and not simply make a prediction that can be caused by a correlated variable in a
data set. Because the output of the model is fully explainable, the knowledge discovered
by the model can be accessed directly by a human in an understandable manner.

Likewise, there exists a possibility of going the other way around. Fuzzy systems
can be directly understandable by humans and now by neural networks as well. One
can imagine a communication mechanism between the user and the neural network by
expressing the user’s will and knowledge by adjusting the fuzzy system (maybe even
via a rule-like mechanism).

This solution may also enable rapid learning. By learning fuzzy representation of
one task, the representation may be stored in a form of fuzzy system, function, or even
a set of if-else conditions. By finding the similarity measure between the tasks, the
model may just used the already learned fuzzy representation and quickly solve the
new task at hand, without much computation and without the catastrophic forgetting
(because it would not be trained to solve a particular task).

Finally, the biggest advantage of this system is that its task is not to make a pre-
diction (at least not directly), its task is to state a hypothesis. By making it solve only
one problem, which is a redundancy, the real power may come from training the same
model to produce fuzzy representations for a variety of different problems, scaling it as
much as possible.

In summary, this chapter was a proof-of-concept work for a new kind of algorithm.
The tests were carried out and the results are satisfactory. Although there is much
work to be done to make this solution applicable to standard machine learning data
sets and real-world data. The example, toy problem shows that it is actually possible
to train such a system, whose benefits may be significant.
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Chapter 5

Conclusions

This thesis describes the potential of deep learning applications in the biomedical en-
gineering domain. It starts by outlining the history of artificial intelligence and devel-
opment of different approaches, such as expert systems, machine learning, and finally
deep learning.

Deep learning has great potential in the field of biomedical engineering. It can be
used for tasks such as medical image analysis, medical signal processing, drug discovery,
molecules classification, and disease diagnosis, potentially improving patient outcomes
and accelerating the development of new treatments.

Molecule toxicity classification is the process of determining the potential toxicity of
a chemical compound or molecule. It is an extremely important subject for several rea-
sons such as human safety, environmental protection, drug development, and regulatory
compliance. Chapter 3.1 presents an example solution in which a deep neural network
is applied to perform toxicity estimation of a molecule based on its string-encoded
representation.

Medical signal processing is an important field of study that involves the analysis
and interpretation of physiological signals generated by the human body. These signals
can be used to diagnose, monitor, and treat a wide range of medical conditions or to
examine human behavior under different conditions. Chapter 3.2 presents an example
application in which deep neural networks can help evaluate differences in driving styles
by recognizing the action performed based on the EOG signal.

Extracting specific segments of the electrocardiogram (ECG) signal, such as the
P-wave, T-wave, and QRS complex, is important because it can help diagnose cardiac
abnormalities, monitor cardiac function, evaluate drug therapies, and minimize risk
of potential cardiac failure thanks to constant monitoring. That is why precise and
efficient estimation of these segments is extremely important. Chapter 3.4 describes a
neural network architecture and training procedure which results in a model capable
of accurate segmentation of P-wave, T-wave and QRS complex. This model can be
directly deployed on hardware, which makes it extremely useful in the context of real-
world applications.

Although segmenting different parts of signals such as the ECG, which is a well-
established medical exam, is important, there is also a need to extract precise informa-
tion from novel medical signals, such as seismocardiograms that are becoming more and
more widely adopted nowadays. Chapter 3.3 refers to the paper which employs a similar
architecture to the one from 3.4 to estimate signal’s interval representing a heartbeat.
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It shows the versatility of deep learning architectures which can be applied to different
domains by adjusting the data set, instead of developing a whole new algorithm.

Deep learning methods show great potential for applicability in the biomedical en-
gineering field. But it also suffers from many flaws. This technology is often described
as not being sufficiently transparent, not being well integrated with prior knowledge, or
not generalizing well to out-of-distribution samples, to name a few. All of these reasons
constitute a great debate if applying these methods in their current state to perform
any kind of medical examination is ethical. On the other hand, fuzzy logic systems, an
expert system style algorithm, have proved to be resilient to out-of-distribution samples,
representing knowledge in a transparent manner and being easily modifiable. Because
of this, chapter 4 outlines different approaches of combining both deep neural networks
and fuzzy logic systems. It shows the pros and cons of both approaches and gives a
review of the literature on the approaches explored in the past and suggests why they
failed. It also proposes a new paradigm, which was not found in any of the previous
approaches, called fuzzy representation learning.

To conclude, advances in artificial intelligence field have brought about almost end-
less ways in which technology can help advance biomedical sciences. Deep learning
especially shows a great promise of providing a new set of solutions that can help im-
prove our everyday lives and health. However, these methods need to be modified and
improved to be fully appreciated and integrated into biomedical engineering systems.
Because of that, a new algorithm was designed and implemented in proof-of-concept
form. This algorithm is the starting point for a new research domain which will be
explored further in the future.
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Symbols and Abbreviations

EEG Electroencephalography
ECG Electrocardiography
EOG Electrooculogram
MRI Magnetic Resonance Imaging
CT Computed Tomography
AI Artificial Intelligence
ML Machine Learning
ANN Artificial Neural Network
CNN Convolutional Neural Network
RNN Reccurent Neural Network
ReLU Rectified Linear Unit
SMILES Simplified Molecular Input Line Entry Specification
SCG Seismocardiography
ICT Information and Communication Technologies
SHAP SHapley Additive exPlanations
LIME Local Interpretable Model-Agnostic Explanations
GradCAM Gradient-weighted Class Activation Mapping
FINN Fuzzy Inference Neural Network
ANFIS Adaptive Neuro Fuzzy Inference Systems
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Deep learning applications in biomedical engineering - summary

Konrad Duraj

In the early days, artificial intelligence algorithms were mainly constructed using the so-called expert
systems. These were the algorithms that most often implemented an inference system based on fuzzy
logic. Fuzzy logic is a framework in which logic operations are applied to continuous variables that
represent the membership of a given feature in a given category. To create a fuzzy inference system
for a given problem, the computer scientists must first create a knowledge base - its a construct that
represents the in-domain knowledge about the phenomenon studied. Based on the knowledge base,
scientists can construct a set of rules that describe the input-output relationship of the considered
features and their respective classes. Expert systems are often described as transparent, easy to
implement, work with, and adjustable. But they are also single purpose, costly to develop, do not
provide new knowledge, and require the following steps:

• creation of a knowledge base - collecting the necessary information to solve a problem,

• creation of a feature extraction pipeline - selecting relevant features (from image, audio, etc.)
that will be useful for the fuzzy inference system,

• creation of a fuzzy inference system.

Machine learning is an alternative approach to artificial intelligence in comparison to expert sys-
tems. It revolves around the idea that the data itself, in its annotated form, provide enough information
to create a statistical model capable of mapping the input features to relevant categories through some
optimization process. To create a machine learning system, you must do the following steps:

• provide collection of labeled examples to a given problem,

• create a feature extraction pipeline,

• select the algorithm - this step automates the decision making process.

Deep learning goes one step further, instead of creating a feature extraction pipeline, it tries to
optimize its set of parameters to actively select the relevant features needed to make an accurate
prediction. By allowing an algorithm to choose the relevant features, we abandon the transparency of
algorithms such as fuzzy inference expert systems in exchange for automating the feature extraction
and the decision-making process. This approach has led to a revolution in many computer science
fields and can be also utilized for biomedical and life sciences applications (which this dissertation
describes), such as:

1. Predicting Molecule Toxicity Using Deep Learning,

2. Recognition of Drivers’ Activity Based on 1D Convolutional Neural Network,

3. Heartbeat Detection in Seismocardiograms with Semantic Segmentation,

4. Semantic Segmentation of 12-Lead ECG Using 1D Residual U-Net with Squeeze-Excitation
Blocks.

Furthermore, this dissertation also outlines the main problems that these algorithms face when
applied in the medical domain. The biggest being the transparency problem. Although powerful,
these deep neural networks do not provide a sufficient explanation for their decision-making process,
which in turn is crucial when considering their applicability to any healthcare applications. Because of
that, this dissertation introduces a new concept called fuzzy representation learning which combines the
advantages provided by neural networks and a fuzzy inference system. It is a new type of algorithm, in
which the neural network, through the optimization process, tries to create the entire, fuzzy inference
system that solves a given problem, just based on the example training set.



Deep learning applications in biomedical engineering -
streszczenie

Konrad Duraj

Jednym z pierwszych, powszechnie wykorzystywanych algorytmów sztucznej inteligencji były tzw.
"systemy eksperckie". Takie systemy bardzo często bazowały na logice romzytej. Aby utworzyć sys-
tem inferencji logiką rozmytą, naukowcy muszą wpierw stworzyć tzw. "bazę wiedzy" - jest to twór,
reprezentujący wiedzę domenową, pochodzącą od ekspertów. Korzystając z takiej bazy, naukowcy są
w stanie stworzyć zestaw reguł rozmytych, które opisują zależność pomiędzy cechami podawanymi na
wejście takiego systemu, a jego wyjściem. Z jednej strony, systemy eksperckie są często opisywane jako
transparentne, łatwe do implementacji i użytkowania oraz sterowalne i dostrajalne. Z drugiej strony
są one unikatowe dla danego problemu i domeny, kosztowne do wypracowania oraz nie pozwalają na
stworzenie nowej wiedzy dotyczącej danego problemu. Aby stworzyć system inferencji rozmytej należy:

• stworzyć bazę wiedzy - akwizycja wszystkich niezbędnych informacji dotyczących danego prob-
lemu,

• stworzyć proces ekstrakcji cech - polega na wyznaczeniu cech, z danych w surowej postaci (obrazy,
audio, itp.), które mogą okazać się przydatne w procesie budowania systemu inferencji,

• stworzenie systemu inferencji rozmytej.

Uczenie maszynowe jest alternatywną metodologią budowania rozwiązań z zakresu sztucznej in-
teligencji. Polega ono na zebraniu dużej ilości, oznaczonych danych opisujących dany problem i
stworzeniu modelu statystycznego, zdolnego do przetworzenia cech wejściowych i konwersji ich na
daną klasę/kategorię. Aby stworzyć model uczenia maszynowego należy podjąć następujące kroki:

• zebranie zbioru danych i jego annotacja,

• utworzenie procesu ekstrakcji cech,

• selekcja algorytmu - zastępuje proces ręcznęgo tworzenia funkcji mapującej.

Uczenie głębokie jest pójściem o jeden krok naprzód, poprzez pozwolenie algorytmowi dokonania
procesu selekcji cech, odrzucamy jakąkolwiek transparentność na rzecz automatyzacji ekstrakcji i klasy-
fikacji cech. Ten paradygmat doprowadził do rewolucji w dziedzinach takich jak wizja komputerowa
czy przetwarzanie języka naturalnego. Algorytmy uczenia głębokiego mogą zostać również użyte do
przetwarzania danych biomedycznych (prace wymienione w rozprawie), takich jak:

1. Przewidywanie toksyczności molekuł,

2. Rozpoznawania akcji kierowców na drodze, bazując na sygnale EOG,

3. Detekcja uderzeń serca w sygnałach sejsmokardiograficznych,

4. Segmentacja składowych EKG.

Ponadto, niniejsza rozprawa porusza kwestie związane z problematyką we wdrożeniu i bezpiecznym
użytkowaniu tych systemów. Jedną z największych wad, w kontekście aplikacji medycznych jest prob-
lem transparentności/wyjaśnialności procesu decyzyjnego tych algorytmów. Aby algorytmy głębokiego
uczenia zostały wprowadzone jako standardowe systemy wsparcia opieki zdrowotnej, koniecznym jest
wypracowanie metody pozwalającej wyjaśnić oraz prześledzić "tok rozumowania" głębokich sieci neu-
ronowych. W niniejszej rozprawie zaproponowany został nowy rodzaj algorytmu, nazwany "uczeniem
reprezentacji rozmytej", który łączy ze sobą sieci neuronowe oraz systemy inferencji logiką rozmytą.
Ten rodzaj algorytmu, bazuje na założenie, że sieć neuronowa zamiast predykcji powinna na swoim
wyjściu podawać wyjaśnienia, które w tym konkretnym przypadku mają formę systemu inferencji
logiką rozmytą.
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