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Abstract (English)

The increasing reliance on vehicles for personal and commercial purposes under-

scores the critical need for eicient fault diagnosis systems to ensure reliability, reduce

emissions, and maintain mechanical integrity. Among these faults, engine misĄres

and rotating element bearing faults present signiĄcant challenges present signiĄcant

challenges due to their impact on performance, fuel eiciency, and environmental com-

pliance. This thesis addresses these challenges by developing an advanced diagnostic

framework that combines low-cost, high-performance MEMS accelerometers, state-

of-the-art digital signal processing (DSP) techniques, and artiĄcial intelligence (AI)

models.

The ADXL1002 capacitive MEMS accelerometer was employed as the primary sens-

ing device for its exceptional sensitivity, wide bandwidth, and cost-efectiveness. It

was integrated with the BeagleBone Black controller, enabling real-time acquisition

and processing of vibration signals from vehicle engines under varying operational

conditions, including diferent RPMs, load levels, and induced misĄre scenarios. Addi-

tionally, datasets of rotating element bearing vibrations from existing literature were

incorporated to complement the analysis and broaden the diagnostic framework. A

rigorous calibration process ensured precise and reliable measurements. The system

generated a high-quality dataset of vibration signals, which forms the basis for subse-

quent analysis.

To extract meaningful diagnostic information from these complex and noisy signals,

advanced DSP techniques were employed. These included Empirical Mode Decompo-

sition (EMD) to isolate intrinsic mode functions, Spectral Kurtosis (SK) for transient

signal analysis, and Short-Time Fourier Transform (STFT) for time-frequency rep-

resentation. These methods efectively highlighted fault-speciĄc patterns, enabling

accurate identiĄcation of misĄre-related characteristics. The Ąndings were further val-

idated using rolling bearing datasets, ensuring the robustness and generalizability of

the approach.

The integration of AI into the diagnostic framework signiĄcantly enhanced fault

detection capabilities. Convolutional Neural Networks (CNNs) and hybrid models

combining Deep CNNs with Long Short-Term Memory (LSTM) units were developed.

These models analyzed one-dimensional (1D) time-series data and two-dimensional

XIII



XIV

(2D) image representations of vibration signals. The CNNs captured spatial features

in the 2D domain, while the hybrid DCNN-LSTM models efectively leveraged temporal

dependencies in the 1D domain. This dual approach yielded superior diagnostic accu-

racy and robustness across diverse operating conditions, demonstrating the potential

of AI-driven systems in real-world applications.

This research makes several noteworthy contributions: the development of a reli-

able real-time vibration acquisition module, the creation of a novel engine vibration

dataset, the application of advanced DSP techniques for fault feature extraction, and

the implementation of AI models tailored for misĄre diagnosis. The methodologies

proposed extend beyond automotive applications, with potential implications for fault

diagnosis in industrial machinery, aerospace systems, and renewable energy technolo-

gies. By integrating low-cost sensing technologies with advanced analysis methods, this

work aligns with sustainable and scalable maintenance practices, setting a benchmark

for future innovations in condition monitoring and predictive maintenance.

Keywords: Engine misĄre diagnosis, vibration analysis, ADXL1002 accelerometer,

BeagleBone Black, digital signal processing (DSP), artiĄcial intelligence (AI), Convo-

lutional Neural Networks (CNN), DCNN-LSTM hybrid models, Empirical Mode De-

composition (EMD), Spectral Kurtosis (SK), Short-Time Fourier Transform (STFT),

condition monitoring, predictive maintenance.



Abstract (Polish)

Rosnźce uzale£nienie od wykorzystywania pojazdów w celach osobistych i komer-

cyjnych podkreśla kluczowź potrzebę opracowania wydajnych systemów diagnostyki

usterek w celu zapewnienia niezawodności, redukcji emisji i utrzymania integralności

mechanicznej tych pojazdów. Wśród tych usterek, problemy z zapşonem silnika oraz

uszkodzenia şo£ysk elementów obrotowych stanowiź istotne wyzwania ze względu na

ich wpşyw na wydajność, efektywność zu£ycia paliwa i zgodność z przepisami środowi-

skowymi. Niniejsza praca podejmuje te wyzwania poprzez opracowanie zaawansowa-

nych narzędzi diagnostycznych şźczźcych niskokosztowe, wysokowydajne akcelerome-

try MEMS, najnowocześniejsze techniki cyfrowego przetwarzania sygnaşów (DSP) oraz

modele sztucznej inteligencji (AI).

Jako podstawowe urzźdzenie pomiarowe w niniejszej pracy wykorzystano pojem-

nościowy akcelerometr MEMS ADXL1002 ze względu na jego wyjźtkowź czuşość, sze-

rokie pasmo przenoszenia i koszt. Zintegrowano go z kontrolerem BeagleBone Black,

co umo£liwişo akwizycję i przetwarzanie sygnaşów wibracyjnych z silników pojazdów

w czasie rzeczywistym, w ró£nych warunkach eksploatacyjnych, w tym przy ró£nych

prędkościach obrotowych, poziomach obciź£enia i scenariuszach usterek. Dodatkowo,

do analizy wşźczono zestawy danych dotyczźce wibracji şo£ysk elementów obrotowych

z istniejźcej literatury, aby uzupeşnić badania i rozszerzyć ramy diagnostyczne. Proces

kalibracji przeprowadzony z du£ź dokşadnościź zapewniş precyzyjne i wiarygodne po-

miary. System wygenerowaş wysokiej jakości zestaw danych sygnaşów wibracyjnych,

który byş podstawź do dalszych analiz.

Aby wyodrębnić istotne informacje diagnostyczne z tych zşo£onych i zawierajźcych

zakşócenia sygnaşów, zastosowano zaawansowane techniki DSP. Obejmowaşy one Empi-

rycznź Dekompozycję Modów (EMD) do izolacji funkcji modalnych, kurtozę spektralnź

(SK) do analizy sygnaşów przejściowych oraz krótkookresowź transformatę Fouriera

(STFT) do reprezentacji czasowo-częstotliwościowej. Metody te skutecznie uwypuklişy

wzorce specyĄczne dla usterek, umo£liwiajźc dokşadnź identyĄkację charakterystyk

zwiźzanych z zapşonem. Wyniki zostaşy dodatkowo zweryĄkowane przy u£yciu zesta-

wów danych dotyczźcych şo£ysk tocznych, co potwierdzişo solidność i ogólnź u£ytecz-

ność podejścia.

Integracja AI z narzędziami diagnostycznymi znaczźco zwiększyşa zdolność wykry-
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wania usterek. Zastosowano splotowe sieci neuronowe (CNN) oraz modele hybrydowe,

şźczźce gşębokie CNN z jednostkami LSTM (Long Short-Term Memory). Modele te

analizowaşy jednowymiarowe (1D) dane czasowe i dwuwymiarowe (2D) reprezentacje

sygnaşów wibracyjnych w postaci obrazów. CNN wychwytywaşy cechy przestrzenne w

domenie 2D, podczas gdy hybrydowe modele DCNN-LSTM skutecznie wykorzystywaşy

zale£ności czasowe w domenie 1D. To podejście dualne zapewnişo wysokź dokşadność

diagnostycznź i odporność w zró£nicowanych warunkach eksploatacyjnych, demonstru-

jźc potencjaş systemów opartych na AI w rzeczywistych zastosowaniach.

Niniejsze badania wnoszź kilka istotnych wkşadów: opracowanie niezawodnego mo-

duşu akwizycji wibracji w czasie rzeczywistym, stworzenie nowego zbioru danych wi-

bracji silnika, zastosowanie zaawansowanych technik DSP do ekstrakcji cech usterek

oraz implementację modeli AI dostosowanych do diagnostyki zapşonu. Proponowane

metodologie wykraczajź poza zastosowania motoryzacyjne, majźc potencjalne zasto-

sowania w diagnostyce usterek w maszynach przemysşowych, systemach lotniczych i

technologiach energii odnawialnej. Dzięki integracji tanich technologii pomiarowych

z zaawansowanymi metodami analizy, praca ta wpisuje się w zrównowa£one i skalo-

walne praktyki utrzymania, ustanawiajźc punkt odniesienia dla przyszşych innowacji

w monitorowaniu stanu i predykcyjnym utrzymaniu ruchu.

Sşowa kluczowe: Diagnostyka zapşonu silnika, analiza wibracji, akcelerometr

ADXL1002, BeagleBone Black, cyfrowe przetwarzanie sygnaşów (DSP), sztuczna in-

teligencja (AI), splotowe sieci neuronowe (CNN), hybrydowe modele DCNN-LSTM,

Empiryczna Dekompozycja Modów (EMD), kurtoza spektralna (SK), krótkookresowa

transformata Fouriera (STFT), monitorowanie stanu, predykcyjne utrzymanie ruchu.
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Chapter 1

Introduction

1.1 Background and Motivation

The global automotive industry is a cornerstone of modern transportation, con-

tributing signiĄcantly to economic growth and mobility worldwide. According to

production statistics reported by the Organisation Internationale des Constructeurs

dŠAutomobiles (OICA) - International Organization of Motor Vehicle Manufacturers,

the global production of vehicles has been steadily increasing, reĆecting the rising

demand for personal and commercial vehicles [3]. A key metric that highlights the

penetration of vehicles in society is the number of vehicles per 1,000 people. Among

European countries, Poland stands out with the highest vehicle ownership density,

boasting 761 vehicles per 1,000 people as shown in Figure 1.1. This trend under-

scores the critical importance of ensuring vehicle reliability and performance, given the

widespread reliance on automobiles for daily transportation.

Such high levels of vehicle ownership, particularly in countries like Poland, place

considerable pressure on maintenance and diagnostic systems to ensure Ćeet reliability

and minimize downtime. Among the various challenges faced in automotive diagnostics,

Figure 1.1: A graph showing global vehicle production per 1,000 people with a highlight
on PolandŠs position in Europe.
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the identiĄcation and diagnosis of engine misĄres and diferent bearing faults remain

critical due to their signiĄcant impact on engine performance, fuel eiciency, emissions,

and overall mechanical integrity [4, 5, 6, 7, 8, 9]. Engine misĄres not only afect vehicle

performance but also contribute to increased emissions, which is a growing concern

amidst tightening environmental regulations in Europe and globally. Similarly, bearing

faults are a leading cause of mechanical failure, compromising the reliability of rotating

machinery and increasing the risk of catastrophic damage if left undetected.

An engine misĄre occurs when the air-fuel mixture in one or more cylinders fails to

combust as intended. This incomplete combustion can lead to uneven power delivery,

increased vibration, and a rise in harmful emissions. Prolonged occurrences of misĄres

may result in engine damage, catalytic converter failure, and a decrease in vehicle

reliability [10, 11, 12, 13, 14]. Traditional methods for diagnosing engine misĄres,

such as on-board diagnostics (OBD-II) systems, rely on monitoring parameters like

crankshaft position and exhaust gas composition. While these systems are efective to

some extent, their reliance on expensive sensors and complex setups poses challenges

in terms of cost, accessibility, and scalability for broader applications [15, 16, 17].

In recent years, vibration-based diagnostic techniques have gained prominence as

an alternative approach for fault detection in automotive and industrial applications

[18, 19, 20, 21, 22, 23, 24]. Vibration signals inherently carry rich information about the

dynamic behavior of mechanical systems, including vehicle engine and diferent kind of

bearing. By analyzing these signals, it is possible to identify anomalies associated with

faults such as misĄres or bearing faults. Traditional vibration analysis methods often

utilize high-end piezoelectric accelerometers, which, although accurate and reliable, are

costly and not suitable for widespread deployment in commercial vehicles.

The advent of Micro-Electro-Mechanical Systems (MEMS) technology has intro-

duced a paradigm shift in the Ąeld of vibration diagnostics. MEMS accelerometers,

such as the ADXL1002, ofer a cost-efective solution for capturing high-frequency

vibration data without compromising on sensitivity and bandwidth [25, 26, 27, 28].

These sensors are compact, energy-eicient, and capable of integrating seamlessly into

embedded systems for real-time monitoring. The potential of MEMS accelerometers

to replace conventional sensors in vibration analysis, combined with their afordability,

makes them an attractive option for developing scalable diagnostic systems [25, 26, 28].

In addition to advancements in sensor technology, the evolution of data processing

and analysis techniques has signiĄcantly enhanced the efectiveness of vibration-based

diagnostics [29]. Digital Signal Processing (DSP) methods play a vital role in extracting

meaningful features from raw vibration signals, enabling the identiĄcation of fault-

speciĄc characteristics [22].

Spectral analysis techniques, such as Fast Fourier Transform (FFT) and Spec-

tral Kurtosis (SK), are widely used to identify characteristic fault frequencies in the



1.1. Background and Motivation 3

frequency domain. Time-frequency analysis methods, including Short-Time Fourier

Transform (STFT) and Wavelet Transform (WT), ofer the advantage of analyzing

non-stationary signals by providing localized frequency information over time, mak-

ing them particularly efective for transient fault detection. Signal decomposition ap-

proaches, such as Empirical Mode Decomposition (EMD) decompose complex vibra-

tion signals into simpler intrinsic components, facilitating the identiĄcation of localized

fault signatures. Filtration techniques, including adaptive and optimized Ąltering, en-

hance fault-related features by suppressing noise and irrelevant components. Together,

these methods provide a comprehensive framework for diagnosing faults in applications

ranging from rotating machinery to vehicle engines, ensuring improved reliability and

performance.

However, while these methods provide valuable insights, they often require domain

expertise to deĄne fault-speciĄc features, limiting their adaptability to varying condi-

tions and fault types. To address these limitations, the integration of ArtiĄcial Intelli-

gence (AI) into fault diagnosis systems has emerged as a transformative development.

AI methods, particularly those based on machine learning and deep learning, excel

in automatically identifying patterns and features from complex datasets [19, 20, 30].

Convolutional Neural Networks (CNNs) and hybrid models like Deep Convolutional

Neural Networks with Long Short-Term Memory (DCNN-LSTM) networks have shown

exceptional promise in analyzing vibration signals for fault diagnosis [31, 32, 33, 34, 35].

These models leverage spatial and temporal patterns in the data, enabling accurate and

robust classiĄcation of faults under diverse operating conditions.

This work is motivated by the need to develop a comprehensive diagnostic frame-

work that combines the afordability and accessibility of MEMS accelerometers with

the analytical power of DSP and AI techniques. The overarching goal is to design a

system capable of diagnosing engine misĄres and other faults efectively, even under

real-world operating conditions. By integrating the ADXL1002 accelerometer with em-

bedded platforms like the BeagleBone Black, this research seeks to establish a scalable

solution for vehicle health monitoring.

The signiĄcance of this work extends beyond automotive diagnostics. The method-

ologies explored in this study have the potential to be adapted for fault detection in

other mechanical systems, including industrial machinery, aerospace components, and

renewable energy systems. Moreover, the approach of leveraging low-cost sensors and

advanced analysis techniques aligns with the broader trend toward sustainable and

eicient maintenance strategies, contributing to cost reduction, resource optimization,

and enhanced reliability across various engineering domains.

In summary, this work aims to address the pressing challenges in vehicle fault

diagnosis by combining cutting-edge sensor technology with state-of-the-art DSP and

AI methods. By demonstrating the feasibility and efectiveness of this approach, the
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research aspires to advance the state of the art in diagnostic systems, paving the way

for innovations in condition monitoring and predictive maintenance.

1.2 Literature Review

1.2.1 MEMS Accelerometers and Embedded Platforms

MEMS integrate mechanical and electrical components on a single silicon chip,

enabling their use in a variety of applications due to their extremely small size [28, 36,

37, 38]. The innovation, integration, and commercialization of MEMS technology have

attracted signiĄcant attention, particularly in areas like vibration-based fault diagnosis

in machinery and automotive systems, where commercial MEMS sensors have been

extensively used. Studies have demonstrated their ability to capture high-frequency

vibration data, which is essential for diagnosing faults like bearing failures and engine

misĄres [39, 40, 41]. Despite these advancements, research on incorporating MEMS into

composite materials remains limited. The main challenge lies in their integration with

composite skins, as their size still afects the mechanical properties of these materials.

The selection of an appropriate accelerometer is critical and depends on factors

such as bandwidth, sensitivity, voltage noise density, zero voltage of gravity accelera-

tion, frequency response, and dynamic range [38]. In MEMS accelerometers, achiev-

ing high performance often involves increasing the size of the sensing mass, which

enhances sensitivity and measurement accuracy. However, this also reduces the max-

imum measurable acceleration and sensor resistance to impact [42, 43]. To overcome

these trade-ofs, a closed-loop circuit is often employed in these accelerometers. Addi-

tionally, MEMS accelerometers are typically tailored for speciĄc applications, as their

sensitivity and noise levels are inversely related to their ability to measure high accel-

erations [39, 40, 36, 37]. For instance, an accelerometer designed for high-acceleration

measurements will have higher noise and broader bandwidth, whereas one optimized

for precision will have lower noise and a narrower bandwidth [44, 45]. Followings are

the advantages of MEMS Sensors:

• Small size and weight: Enables compact and portable systems.

• Low power consumption: Suitable for battery-powered devices.

• High sensitivity: Capable of detecting subtle vibrations.

• Wide frequency range: Covers a broad spectrum of vibration frequencies.

• Cost-efective: Mass production reduces costs.

Accelerometers are broadly categorized into piezoelectric, piezoresistive, capacitive,

and capacitive MEMS variants, each tailored for speciĄc applications [36, 46]. Piezo-

electric accelerometers are widely used in high-frequency applications due to their re-

liability and low-noise characteristics; however, they are signiĄcantly more expensive
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than MEMS-based alternatives and exhibit poor performance in low-frequency envi-

ronments due to attenuation and phase shifts. MEMS accelerometers, available in

piezoresistive and capacitive variants, ofer a more cost-efective solution and are par-

ticularly well-suited for low-frequency applications.

Capacitive MEMS accelerometers are generally preferred because they exhibit less

temperature sensitivity compared to their piezoresistive counterparts [46]. This is pri-

marily due to the thermal coeicient of resistivity in piezoresistive materials, which is

much higher than the thermal coeicient of capacitance in capacitive sensors. Further-

more, capacitive MEMS accelerometers have become more afordable as fabrication

costs have decreased, making them the preferred choice for many applications.

Nonetheless, piezoresistive accelerometers remain advantageous in speciĄc scenar-

ios, such as high-frequency applications, where their low-noise properties are beneĄcial.

Advancements in manufacturing techniques, such as deep reactive ion etching (DRIE),

have also helped reduce the costs of piezoresistive sensors. These sensors are par-

ticularly useful for structural damage detection, where high-frequency local response

measurements are required. In such cases, piezoresistive accelerometers are often more

suitable than capacitive ones.

Capacitive MEMS accelerometers represent a specialized category within MEMS

technology, designed for high-frequency applications requiring precise measurements

and low noise density. While capacitive MEMS accelerometers share some similarities

with traditional capacitive sensors, they are distinct due to their enhanced design and

fabrication, which enable high sensitivity, broader operational ranges, and greater reli-

ability across varying conditions. In this research, the ADXL1002 that is a capacitive

MEMS accelerometer, played a crucial role, as its high-frequency response and stability

under challenging conditions provided the accuracy necessary for advanced vibration

analysis and condition monitoring.

Followings are the challenges and limitations of the accelerometers:

• Sensitivity to environmental factors: Temperature, humidity, and electro-

magnetic interference can afect performance.

• Noise and drift: Can introduce errors in measurements.

• Limited dynamic range: May not be suitable for high-amplitude vibrations.

The compact size and versatility of MEMS devices have signiĄcantly expanded

their applications in monitoring systems, particularly in Structural Health Monitor-

ing (SHM), Machine Condition Monitoring, and vehicle health diagnostic. MEMS

accelerometers have proven indispensable in SHM, where the accurate detection of

low-frequency, low-amplitude vibrations is essential for assessing structural integrity

and preventing potential failures. Similarly, in Machine Condition Monitoring, these

sensors enable real-time tracking of mechanical vibrations, allowing early diagnosis of

faults and minimizing downtime [39, 40, 41, 47]. In this research, the use of a ca-
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pacitive MEMS accelerometer - the ADXL1002 - has been instrumental in diagnosing

vehicle health, a critical condition requiring precise vibration analysis to identify ab-

normalities. Despite their vast potential in these domains, the availability of MEMS

accelerometers speciĄcally tailored for vehicle engine misĄre detection remains limited

in the current market, highlighting the need for further innovation and development in

this area.

MEMS devices have been extensively integrated with various controllers, such as

Arduino microcontrollers, FPGAs, and wireless sensor platforms, to enable real-time

vibration monitoring and fault diagnosis [27, 48, 38, 49, 50]. For example, a study on

a low-cost MEMS accelerometer and microphone-based condition monitoring sensor

demonstrated the successful use of LoRa and Bluetooth Low Energy (BLE) radios for

wireless data transmission, showcasing the potential of MEMS in industrial applications

[27]. FPGA-based wireless sensor nodes have also been utilized in experimental stud-

ies for detecting unbalance faults in rotating machinery, highlighting the adaptability

and eiciency of MEMS technology in such environments. These integrations under-

line the versatility of MEMS sensors in diverse monitoring systems, enabling precise

and cost-efective solutions for condition monitoring and fault detection across various

applications, including rotating machinery, vehicle systems, and industrial equipment.

Followings are the interfacing challenges for MEMS sensors:

• Noise reduction: Filtering and signal conditioning are essential to mitigate

noise.

• Data synchronization: Ensuring timely data transfer between sensors and

controllers.

• Power consumption: Eicient power management is critical for battery-powered

devices.

Vibration signal analysis is widely recognized as one of the most efective methods

for determining the condition of machinery. It allows for real-time monitoring and

ofers the advantage of utilizing well-established signal processing techniques. However,

it is not without challenges, as issues like noise contamination and improper sensor

mounting can compromise its accuracy. Despite these limitations, vibration analysis

remains the most commonly used method for fault diagnosis, with studies showing that

over 82% of such techniques rely on vibration analysis [51]. Machines with moving parts

inherently generate unwanted vibrations, and by analyzing these signals, decisions can

be made regarding continued operation or the need for repairs.

1.2.2 Signal Processing Methods for Fault Diagnosis

Vibration signals carry rich diagnostic information about mechanical systems. To

efectively extract fault-related features from these signals, various signal processing



1.2. Literature Review 7

techniques have been developed and reĄned. Approaches such as Ąlter design, spectral

analysis, and time-frequency decomposition are widely employed to isolate and en-

hance fault signatures. Signal processing methods can be classiĄed into time-domain,

frequency-domain, and time-frequency-domain.

Time-Domain Approaches

The simplest method for machine diagnosis involves analyzing vibration signals

in the time domain, where signal amplitude is plotted against time. These signals,

represented mathematically as:

x(t) = A sin(2πft+ ϕ),

where A is the amplitude, f is the frequency, ϕ is the phase, and t is the time of the

signal. A simplest signal with A = 1.0, f = 50, and ϕ = π/4 is shown in Figure 1.2.

Figure 1.2: Vibration signal in the time domain: x(t) = A sin(2πft+ ϕ) with A = 1.0,
f = 5.0 Hz, and ϕ = π/4.

A more complex signal includes multiple frequencies and external noises and can

be given using the following equation:

x(t) = A1 sin(2πf1t) + A2 sin(2πf2t) + A3 sin(2πf3t) + A4 sin(2πf4t) +N,

We consider the following parameters for this complex signal and plot its time-domain

representation in Figure 1.3; A1 = 1.0, A2 = 0.8, A3 = 0.6, A4 = 0.4, f1 = 50 Hz,

f2 = 150 Hz, f3 = 300 Hz, f4 = 500 Hz, and N is the random noise.

Figure 1.3: Complex vibration signal in the time domain: x(t) with A1 = 1.0, A2 = 0.8,
A3 = 0.6, A4 = 0.4, f1 = 50 Hz, f2 = 150 Hz, f3 = 300 Hz, f4 = 500 Hz, and N .
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While visual inspection of waveforms provides useful information, it is insuicient

for distinguishing speciĄc machine failures or misĄres, particularly in noisy conditions

or early fault stages. To address this, statistical parameters like peak, RMS, crest

factor, and kurtosis are extracted from the raw signals. These parameters help identify

the most efective indicator for distinguishing healthy from defective machine states.

• Peak Value Analysis: The peak value represents the highest amplitude of the

signal x(t) during the measurement period and is calculated as:

Peak = max ♣x(t)♣.

When faults occur, the peak values of the vibration signal tend to Ćuctuate,

with faults causing these values to increase. The faultŠs type and severity can be

determined based on these amplitudes. Igba et al. [52] applied the peak value

method for monitoring wind turbine gearboxes, emphasizing its efectiveness in

detecting faults through variations in peak amplitudes, especially when RMS

values remain unafected by low-intensity vibrations. For a vibration signal x(t) =

A sin(2πft+ ϕ), the peak value corresponds to the amplitude A. For instance, if

A = 1.0, the peak value is 1.0. Whereas the peak value for the complex vibration

signal consists of A1 = 1.0, A2 = 0.8, A3 = 0.6, and A4 = 0.4 is computed 1.9841.

• RMS Analysis: The RMS value represents the power content in a vibration

signal and is commonly used for detecting imbalances in machinery. According to

Vishwakarma et al. [53], RMS is a simple yet efective method for fault detection,

particularly in steady-state conditions and single sinusoidal waveforms. Unlike

peak values, RMS is less sensitive to noise, enhancing its reliability. For a pure

sinusoid, the RMS value equals 0.707 times the peak amplitude. Mathematically,

it is expressed as:

RMS =

√
1

T

∫ T2

T1

x(t)2 dt,

where T is the time duration and x(t) is the signal. Figure 1.4 illustrates the

vibration signal and the RMS value as a horizontal reference line.

However, Igba et al. [52] noted that RMS is less sensitive to isolated peaks and

Figure 1.4: RMS of the complex vibration signal: x(t) with A1 = 1.0, A2 = 0.8,
A3 = 0.6, A4 = 0.4, f1 = 50 Hz, f2 = 150 Hz, f3 = 300 Hz, f4 = 500 Hz, and N .
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short, low-intensity vibrations, limiting its efectiveness in detecting early-stage

failures in bearings and gears. Despite these limitations, RMS has been applied in

several diagnostics, such as by Bartelmus et al. [54] for gearbox fault detection

and Sheldon et al. [55] for wind turbine monitoring. While it is less efective

for early failure detection, Krishnakumari et al. [56] combined RMS with fuzzy

logic for spur gear diagnostics, achieving 95% accuracy. RMS remains a valuable

parameter in machine condition monitoring.

• Crest Factor Analysis: The crest factor, deĄned as the ratio of a signalŠs peak

value to its RMS value, is given by:

Crest Factor =
Peak Value

RMS Value

For the given signal x(t) = A sin(2πft+ϕ), the peak value is 1.0, the RMS value

is 0.707, and the crest factor is calculated as:

Crest Factor =
1.0

0.707
= 1.414

For a pure sine wave, the crest factor is approximately 1.414, while for random

noise with a normal distribution, it is around 3. However, for the complex signal

constructed above has the crest factor 1.9016. Unlike peak or RMS values, the

crest factor remains unafected by rotational speed, making it suitable for ana-

lyzing signals at varying speeds. However, it is only reliable in cases of signiĄcant

impulsiveness.

Shrivastava and Wadhwani [57] found that while the crest factor, along with other

time-domain features, could detect electrical machine faults, it struggled to dif-

ferentiate between healthy bearings and bearings with speciĄc defects. Aiswarya

et al. [58] used the crest factor and other features to diagnose faults in a rocket

engine turbo pump. Combined with SVM, their method achieved 100% fault

classiĄcation accuracy.

• Kurtosis Analysis: Kurtosis is a statical feature of the probability density func-

tion to determine the strength of transient impulses of the non-stationary signal.

In statistics, kurtosis can be deĄned as the fourth standardized moment [59, 60].

In machine condition monitoring, kurtosis is often preferred over the crest factor,

as it provides a more sensitive detection of faults. While crest factor meters are

widely available and afordable, kurtosis meters can ofer greater fault sensitivity.

For instance, Fu et al. [61] incorporated kurtosis into an unsupervised AI method

for diagnosing rolling bearing faults, showing its efectiveness in detecting even

slight issues. Similarly, Runesson [62] used kurtosis along with RMS values to
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monitor the condition of a mechanical press, Ąnding that although kurtosis alone

may not be fully reliable, it still provides valuable insights into the gearbox condi-

tion. For a signal x with N number of samples and x̄ sample means, the kurtosis

is given as follows:

K =

1

N

N∑
i=1

(xi − x̄)4


1

N

N∑
i=1

(xi − x̄)2

2
. (1.1)

The value of the kurtosis increases with an increase in the transient impulses. For

bearing vibration analysis, we also use analytic signal x̃i to express the kurtosis

as follows:

K =
E

♣x̃i♣4

)


E

♣x̃i♣2

))2
; (1.2)

where E(.) is the expectation operator. The analytical signal x̃i can be derived

from the time-domain zero-mean Ąltered signal xi as follows:

x̃i = xi + j.H(xi); (1.3)

where H(.) is the Hilbert Transform function.

When faults occur in a rotating machine such as a bearing, high-frequency tran-

sient impulses generated periodically raise the value of the kurtosis. This phe-

nomenon can be used to determine transient faults and diagnose bearing faults.

However, a simple kurtosis calculation cannot distinguish between noise and fault

impulses, and it isnŠt easy to characterize the resonant band of the Ąltered signal.

Frequency-Domain Approaches

Building on the foundation of time-domain analysis, real-world vibration signals can

often be decomposed into distinct sine waves. In the frequency domain, each sine wave

is represented as a vertical line, with its height corresponding to amplitude and its posi-

tion indicating frequency. By plotting amplitude against frequency, resonant frequency

components become more apparent, making frequency domain methods highly efective

for detecting machine faults. This clarity is a signiĄcant advantage over time-domain

analysis, as certain signal characteristics that remain hidden in the time domain can

be easily observed in the frequency domain.

• FFT Analysis: Fourier Transform (FT) is a mathematical tool used to convert

a time-domain signal f(t) into its frequency-domain representation F (ω), where
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ω represents frequency. The FT is expressed as:

F (ω) =
∫

∞

−∞

f(t)e−iωt dt

The inverse FT (IFT) allows the signal to be converted back to the time domain:

f(t) =
1

2π

∫
∞

−∞

F (ω)eiωt dω

For discretized time signals, the FFT is an eicient algorithm to compute the

FT. Utilizing the FFT in the misĄre and engine analysis involves decomposing

vibration signals into their fundamental frequency components, unveiling spectral

patterns inherent within the signals [63].

The FFT algorithm computes the Discrete FT (DFT) eiciently. Mathematically,

the DFT of a discrete-time function f(n) can be represented as follows [63]:

F (k) =
N−1∑

n=0

f(n)e−i2πkn/N ; (1.4)

In the above equation, F (k) denotes the complex values within the frequency

domain at a speciĄc index k. This complex value represents the transformed

signalŠs amplitude and phase at a particular frequency component. On the other

hand, f(n) signiĄes the discrete-time signal in the time domain at a distinct in-

dex n. The variable N represents the total count of samples constituting the

time-domain signal. The term e−i2πkn/N is a complex exponential expression en-

capsulating the phase shift and frequency of individual components within the

signal.

Despite its eiciency, FFT has limitations, including minor loss of time infor-

mation during domain conversion and diiculty in analyzing transient features.

While FFT can identify faults, it does not efectively assess fault severity. Com-

bining time-domain analysis with FFT is often used for diagnosing low-speed

Figure 1.5: FFT of the complex vibration signal: x(t) with A1 = 1.0, A2 = 0.8,
A3 = 0.6, A4 = 0.4, f1 = 50 Hz, f2 = 150 Hz, f3 = 300 Hz, f4 = 500 Hz, and N .
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machinery to improve accuracy, though its performance can depend on fault

magnitude afecting the carrier frequency.

Consider the same complex vibration signal as shown above. The frequency do-

main representation of this signal reveals the frequency components distinctly as

shown in Figure 1.5.

• Envelope Analysis: Envelope analysis, also referred to as amplitude demod-

ulation or demodulated resonance analysis, was Ąrst introduced by Mechanical

Technology Inc. [64]. This method isolates low-frequency signals from back-

ground noise through bandpass Ąltering and demodulation, extracting the signal

envelope that often contains critical diagnostic information [53, 65]. Figure 1.6

illustrates the same complex vibration signal as developed above and its envelope.

Figure 1.6: Complex vibration signal and its envelope with A1 = 1.0, A2 = 0.8,
A3 = 0.6, A4 = 0.4, f1 = 50 Hz, f2 = 150 Hz, f3 = 300 Hz, f4 = 500 Hz, and N .

However, its efectiveness depends on accurately selecting the optimal frequency

band for Ąltering, requiring sharp Ąlters and precise speciĄcations. Noise interfer-

ence in bearing failure signals can complicate envelope analysis, but the squared

envelope method has addressed this issue, proving particularly efective for cyclo-

stationary signals [66]. Rubini and Meneghetti [67] compared envelope analysis

to Wavelet Transform (WT) for detecting faults in ball bearings. They found

that while envelope analysis failed after prolonged use (30 minutes or 48,000 cy-

cles), WT remained efective.

Envelope analysis has also been applied by Widodo et al. [68] to preprocess

vibration signals of low-speed bearings, identifying characteristic frequencies.

However, when paired with SVM for fault recognition, it performed worse than

acoustic emission (AE) analysis. Similarly, Leite et al. [69] successfully used

envelope analysis to detect induction motor bearing faults without relying on

model-speciĄc information.

• Spectrum Analysis: Spectrum analysis is closely associated with FFT, as FFT

is commonly used to transform signals from the time to the frequency domain.

For efective comparison, spectrum analysis is typically performed on a logarith-

mic amplitude scale (dB), as changes on this scale can highlight variations in

vibration states. However, small Ćuctuations in a machineŠs rotational speed can
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pose challenges. This method is particularly efective in identifying faults that

cause signiĄcant changes in vibration signatures over short durations.

In cases where faults cause amplitude modulation in the vibration signal, enve-

lope spectrum analysis is highly efective. This technique extracts the modulation

characteristics, which can highlight repetitive patterns or Ćuctuations often as-

sociated with misĄre faults or bearing faults. By focusing on these modulations,

envelope analysis can help identify speciĄc engine irregularities.

The computation of the Envelope Spectrum (ES) stands as an essential method

to discern nuanced variations induced by both load and misĄre events. This

technique entails the extraction of the signalŠs envelope, thereby highlighting

alterations in the overall vibration behavior attributed to changes in load or mis-

Ąres. This approach furnishes accurate diagnostic insights into the operational

state of the engine, pinpointing speciĄc modiĄcations in the vibration patterns

inĆuenced by varying loads or misĄre occurrences [70].

The ES represents the amplitude of speciĄc frequency components within a sig-

nal. The Hilbert transform is used to compute the complex envelope of the signal.

Once the envelope is obtained, the FFT is applied to it and to focus on the pos-

itive frequencies, only the Ąrst half of the FFT result is retained. The ES is

then computed by taking the squared magnitude of the FFT of the envelope and

normalizing it by the length of the signal, N . Finally, the Envelope Spectrum

is plotted as a function of frequency. The resulting plot will illustrate the ES,

which represents the frequency content of the signalŠs envelope. This spectrum

provides insight into how the amplitude modulations of the signal are distributed

across diferent frequencies as illustrated in Figure 1.7. While spectrum analysis

is widely studied, it remains a complex technique requiring expertise for efective

application. Unlike cepstrum analysis, spectrum analysis does not provide time

localization of frequency components. Ciabattoni et al. [71] introduced a sta-

tistical spectrum analysis (SSA) method, which transforms FFT-derived spectra

into statistical spectral images for fault diagnosis in rotating machines.

Figure 1.7: ES of the complex vibration signal with A1 = 1.0, A2 = 0.8, A3 = 0.6,
A4 = 0.4, f1 = 50 Hz, f2 = 150 Hz, f3 = 300 Hz, f4 = 500 Hz, and N .
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Time-Frequency-Domain Approaches

Time-frequency domain analysis combines the principles of time and frequency do-

mains, allowing simultaneous determination of signal frequency components and their

time-varying characteristics. Unlike traditional time and frequency domain methods,

which rely on the assumption of signal stationarity and cannot efectively capture lo-

calized features, time-frequency domain approaches are speciĄcally suited for analyzing

non-stationary signals.

Methods such as WT, Hilbert-Huang Transform (HHT), Wigner-Ville Distribution

(WVD), STFT, SK, and Power Spectral Density (PSD) are commonly employed in this

analysis. Each method has unique advantages and limitations, making them suitable

for speciĄc applications.

• WT Analysis: WT is a linear transformation that breaks down a time-domain

signal into localized wavelets, which are functions of time with speciĄc frequency

content [72]. Unlike traditional Fourier transforms that rely on sinusoidal ba-

sis functions, WT employs wavelets, and its efectiveness depends on selecting a

wavelet basis suited to the signal structure [73]. This choice is critical to ensure

accurate diagnosis. Compared to STFT, WT provides superior time resolution at

higher frequencies and is particularly advantageous for analyzing nonstationary

and transient signals. Zou and Chen [74] highlighted its sensitivity to stifness

variations over Wigner-Ville Distribution (WVD).

WT is categorized into Discrete WT (DWT) and Continuous WT (CWT). DWT

uses powers of two as scaling factors, typically implemented via lowpass and high-

pass Ąlters. CWT, in contrast, employs arbitrary scaling factors, often through

convolution. The continuous wavelet transform W (α, β) of a signal x(t) is given

by [75]:

W (α, β) = ♣α♣1/2

∫ +∞

−∞

x(t)ϕ∗


t− β
α


dt, (1.5)

where α and β represent scale and shift parameters, respectively; ϕ(.) is wavelet

function; and ∗ shows the conjugate. In the frequency domain, it can be written

as follows:

W (α, β) = ♣α♣1/2IFT [X(f)ψ∗(αf)], (1.6)

where X(f) and ψ(f) are the Fourier transform of the signal and wavelet func-

tion, respectively; and IFT represents the inverse Fourier transform.

The wavelet function in Equation (1.5) is composed of a sine wave with a Gaus-

sian function. This sine wave could be real or complex. While both are stan-

dard WT methods, they may fail to produce sparse representations, leading to

low-frequency resolution for high-frequency components and poor time localiza-

tion for low-frequency components. To address these issues, the Wavelet Packet
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Transform (WPT) extends CWT by further decomposing high-frequency details,

enhancing frequency resolution for nonstationary signals.

• EMD Analysis: EMD is a time-frequency analysis technique that decomposes

a signal into Intrinsic Mode Functions (IMFs). These IMFs represent diferent

oscillatory modes within the data, allowing for a detailed examination of non-

stationary signals. In misĄre diagnosis, the Ąrst few IMFs often reveal high-

frequency components indicative of transient events, such as misĄres. Figure 1.8

illustrates the EMD of the constructed complex vibration signal.

Figure 1.8: EMD of the complex vibration signal with A1 = 1.0, A2 = 0.8, A3 = 0.6,
A4 = 0.4, f1 = 50 Hz, f2 = 150 Hz, f3 = 300 Hz, f4 = 500 Hz, and N .

• HHT Analysis: HHT is used to analyze stationary, nonstationary, and transient

signals. The HHT combines EMD with the Hilbert transform, allowing for the

generation of a Hilbert spectrum that aids in fault diagnosis of running machines

[73]. The EMD method decomposes a complex signal into a set of IMFs, which,

when combined, can reconstruct the original signal, expressed as:

x(t) =
∫

∞

−∞

ci(t) + rn(t) dt (7)

where ci(t) represents the i-th IMF and rn(t) is the residual signal that captures

the signalŠs low-frequency trend [73]. The HHT ofers advantages such as low

computational time and the absence of convolution operations [76]. However,

EMD has limitations, including the misinterpretation of IMFs generated at low

frequencies, as well as the inability to separate low-frequency components. To
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address these issues, the ensemble EMD (EEMD) method was introduced by

adding Gaussian white noise to EMD [73, 77].

Peng et al. [78] enhanced the HHT by integrating the WPT to decompose vibra-

tion signals into narrowband components. Their method demonstrated superior

time-frequency resolution compared to traditional wavelet-based scalograms. Wu

et al. [79] applied the HHT for diagnosing looseness faults in rotating machinery,

successfully detecting faults in various machine components. Osman and Wang

[80] introduced a normalized HHT (NHHT) technique to address the challenge of

selecting the correct IMF components, particularly for bearing health monitoring.

However, the method was limited to narrowband signal processing.

• STFT Analysis: STFT, introduced by Gabor in 1946 [81], is a powerful tool

used for analyzing signals in the time-frequency domain, particularly useful for

non-stationary signals, where frequency content changes over time. Traditional

FFT methods provide frequency information but lack temporal localization, which

limits their efectiveness in capturing transient or time-varying characteristics in

signals such as vibration or audio. STFT overcomes this limitation by applying

the Fourier Transform to short segments of the signal, each weighted by a window

function, allowing it to track frequency content changes over time.

For any discrete stochastic process x(n) with given analysis window w(n) of

length N , the STFT of x(n) is deĄned as follow [82, 83]:

STFT (k, f) =
N∑

n=1

x(n)w(n− k)e−j2πnf ; (1.7)

where w(n−k) is the short-time window with the shift k. The window functionŠs

length and shape determine the trade-of between time and frequency resolution;

shorter windows provide better temporal resolution but lower frequency resolu-

tion, and vice versa.

In STFT, the signal x(n) is segmented into overlapping windows, each trans-

formed into the frequency domain to provide a two-dimensional representation,

STFT (k, f), capturing both time and frequency information. This representa-

tion is particularly useful for signals that exhibit transient events or localized

frequency components, as it provides a continuous view of how the frequency

content evolves over time. Figure 1.9 illustrates the STFT of the constructed

complex vibration signal.

Due to its dual resolution in time and frequency, STFT is widely used in applica-

tions like speech processing, vibration analysis, and biomedical signal processing.

In vibration analysis, it is instrumental in identifying fault-related frequencies in

rotating machinery and other mechanical systems. By capturing the evolution of

frequency components, STFT allows for the detection of anomalies and localized
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Figure 1.9: STFT of the complex vibration signal with A1 = 1.0, A2 = 0.8, A3 = 0.6,
A4 = 0.4, f1 = 50 Hz, f2 = 150 Hz, f3 = 300 Hz, f4 = 500 Hz, and N .

transients, providing a foundation for further analysis through SK and other ad-

vanced signal processing methods.

To address cross-term efects, Burriel-Valencia et al. [84] applied STFT for fault

detection in induction machines by Ąltering spectra in relevant frequency bands,

thus reducing computational time and memory usage. STFT has also been suc-

cessfully used in fault diagnosis of induction motors [85, 86], and rolling element

bearings [87, 70].

• SK Analysis: SK describes the kurtosis over each frequency band and allows us

to discover hidden transients and the frequency band in which these transients

occur. We can calculate the SK value for the non-stationary signal in the presence

of noise as follows:

Kx+n(f) =
Kx(f)

[1 + ρ(f)]2
; (1.8)

where ρ(f) is the function of frequency representing noise-to-signal ratio and

Kx(f) is the SK without noise. The latter can be given as the fourth-order

normalized cumulant:

Kx(f) =
limx→∞

1

N

N∑
i=1

♣H(n, f)♣4


limx→∞

1

N

N∑
i=1

♣H(n, f)♣2
2
− 2; (1.9)
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where H(n, f) is the complex envelope of x(n). It can also be represented as

follows:

Kx(f) =
⟨H4(t, f)⟩
⟨H2(t, f)⟩2 − 2, (1.10)

where ⟨.⟩ represents the time averaging operator, andH(t, f) is the time-frequency

envelope spectrum of the vibration signal x(t).

The relationship between the signal x(n) and complex envelop H(n, f) is given

by the following equation:

x(n) =
∫

−1/2

+1/2

H(n, f)ej2πfndZn(f). (1.11)

• STFT-SK Analysis: By combining STFT with SK (STFT-SK), it becomes pos-

sible to identify not only the time and frequency of faults but also the intensity of

fault-related components, enhancing diagnostic precision. In Equation (1.9), the

complex envelope H(n, f) is the function of time and frequency. The stochastic

process x(n) in equation (1.11) is characterised by a double stochasticity, both

in H(n, f) and dZn(f). STFT is an eicient tool that can estimate better results

and in the proposed algorithm, H(n, f) is replaced with STFT. For any stochas-

tic process x(n) with given analysis window w(n) of length N , the STFT of x(n)

is deĄned as follow [59, 82, 83]:

STFT (k, f) =
N∑

n=1

x(n)w(n− k)e−j2πnf ; (1.12)

where w(n− k) is the short-time window with the shift k. The STFT based SK

is given by the following equation [59]:

SKST F T =
limx→∞

1

N

N∑
i=1

♣STFT ♣4


limx→∞

1

N

N∑
i=1

♣STFT ♣2
2
− 2. (1.13)

Figure 1.10: STFT-based-SK of the complex vibration signal with A1 = 1.0, A2 = 0.8,
A3 = 0.6, A4 = 0.4, f1 = 50 Hz, f2 = 150 Hz, f3 = 300 Hz, f4 = 500 Hz, and N .
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Figure illustrates the STFT-based-SK of the constructed complex vibration sig-

nal.

• PSD Analysis: PSD is used to measure the amplitude of oscillatory signals in

time series data and assess the energy of frequencies, which is helpful for further

analysis. The one-sided PSD, expressed in (m/s2)2/Hz, is calculated from the

complex spectrum as:

PSD(f) =
2♣X(f)♣2
t2 − t1

where t2−t1 is the time range, and X(f) is the complex spectrum of the vibration

x(t), measured in units of (m/s2/Hz). Alternatively, PSD can be computed in

the frequency domain by using the FFT of the vibration signal, as given by the

formula:

PSD =
(Grms)2

f

where Grms is the root mean square of the acceleration at frequency f . Figure

illustrates the PSD of the constructed complex signal.

PSD is useful for analyzing faulty frequency bands without facing slip variation

issues and does not require focusing on a single harmonic. It is computationally

eicient and can be directly computed through FFT or by converting the auto-

correlation function. PSD has been employed by Yi et al. for fault diagnosis in

rolling bearing [88].

Figure 1.11: PSD of the complex vibration signal with A1 = 1.0, A2 = 0.8, A3 = 0.6,
A4 = 0.4, f1 = 50 Hz, f2 = 150 Hz, f3 = 300 Hz, f4 = 500 Hz, and N .

1.2.3 Machine Learning Methods for Fault Diagnosis

AI has become increasingly prominent in fault diagnosis, ofering a suite of methods

that excel in handling complex and large-scale datasets, adapting to dynamic environ-

ments, and automating diagnostic tasks. AI-based techniques, particularly ArtiĄcial

Neural Networks (ANN) and CNN, have been applied across various domains to ef-

fectively diagnose faults in mechanical systems by identifying patterns and anomalies

within signal data. In the context of vehicle engine misĄre diagnosis, AI techniques

ofer substantial advantages over traditional methods by eliminating the need for man-

ual feature extraction, instead automatically identifying fault-relevant features directly
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from vibration signals. This section reviews key AI methods, including ANN and CNN,

as well as hybrid architectures, which have been utilized to enhance fault diagnosis in

vehicle engines.

ANN Models

ANN are one of the foundational architectures in AI, modeled loosely after the

way neurons in the human brain process information. In fault diagnosis, ANNs have

demonstrated a capacity for detecting complex, non-linear relationships within large

datasets, making them well-suited for applications where underlying patterns are not

easily distinguishable through conventional signal processing methods.

For engine misĄre detection, ANNs can process vibration signals and classify them

according to the presence or absence of fault conditions. Their use in fault diagnosis

typically involves feeding a preprocessed vibration dataset into the ANN model, allow-

ing it to learn patterns speciĄc to various fault types, such as misĄre events. However,

while ANNs have shown promising results, they have certain limitations when deal-

ing with raw vibration signals, especially when identifying spatial or frequency-based

features that are often signiĄcant in vibration data analysis.

CNN Models

CNNs, originally developed for image recognition tasks, have also been highly ef-

fective in fault diagnosis, including in the domain of vibration-based analysis. CNNs

are designed to automatically extract and learn spatial patterns from data through

multiple layers of convolution and pooling, capturing hierarchical features that help in

diferentiating between normal and faulty conditions.

In this research, CNNs were used to analyze both one-dimensional (1D) and two-

dimensional (2D) representations of vibration signals to detect misĄre events in vehicle

engines. For 1D CNNs, raw vibration data is fed directly into the model, allowing

it to learn from the time-domain characteristics of the signal. The advantage of 1D

CNNs in this context is that they require minimal preprocessing and can eiciently

capture patterns and anomalies speciĄc to misĄre without converting the signals into

alternative forms. By processing 1D vibration data directly, 1D CNN models focus

on temporal features inherent in the vibration data, providing a straightforward and

computationally eicient approach to misĄre detection.

For image-based diagnosis, vibration signals were transformed into 2D grayscale

representations and then analyzed by CNN models. This approach leverages the spatial

feature extraction capabilities of CNNs in a way that allows the model to capture both

temporal and frequency-based patterns indicative of misĄre events. The image-based

input format enables CNNs to learn from visual representations of vibration data,
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efectively identifying fault-related features that may not be as apparent in raw time-

series data. By combining these 1D and 2D approaches, this study sought to leverage

the strengths of CNN models in capturing diverse features present in both raw and

processed representations of vibration signals.

Deep CNN (DCNN) and Hybrid DCNN-LSTM Models

The demand for higher accuracy and robustness in fault diagnosis has led to the

development of advanced AI architectures, such as DCNN and hybrid models that

integrate DCNN with LSTM networks. DCNNs are a deeper variant of CNNs, typically

consisting of multiple convolutional layers that allow for the extraction of more complex

and high-level features from the data. For fault diagnosis in vehicle engines, DCNNs

have proven beneĄcial, particularly in learning subtle features associated with misĄre

events from vibration data.

In this study, a DCNN was implemented to process both 1D vibration data and

2D grayscale images, allowing the model to take advantage of the unique features

each data format ofers. The deeper architecture of the DCNN provides an enhanced

ability to capture intricate fault-related patterns that may not be apparent in shallow

architectures or simpler models. The combination of DCNN and 2D images aids in

capturing spatial and frequency patterns, while the DCNNŠs capability to handle 1D

data allows it to focus on temporal variations in the vibration signal.

To address the temporal dependencies within the vibration signals, a hybrid model

was constructed by integrating DCNN with LSTM units. LSTM networks are a type

of recurrent neural network (RNN) designed to retain information over time, making

them suitable for sequential data such as vibration signals, where patterns can evolve

over multiple time steps. The DCNN-LSTM model leverages the feature extraction

power of DCNN with the sequence learning capability of LSTM, thereby capturing both

spatial and temporal dependencies. This hybrid approach is particularly beneĄcial in

diagnosing intermittent faults, such as misĄre, where temporal patterns play a critical

role in identifying fault occurrences accurately.

1.3 Research Objectives

The primary objective of this research is to develop a comprehensive framework

for diagnosing engine misĄres using vibration signal analysis. To achieve this, the Ąrst

goal was to design and implement a reliable vibration data acquisition module. The

ADXL1002 accelerometer was chosen due to its high sensitivity, wide frequency range,

low noise density, and low price, making it ideal for capturing precise vibration signals

from vehicle engines. The accelerometer was interfaced with the BeagleBone Black
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controller, which served as the data acquisition platform. The integration process

included sensor setup, signal conditioning to minimize noise, and the development of

software capable of real-time acquisition, processing, and storage of vibration signals.

Once the module was successfully prepared, vibration data were recorded from the

vehicle engine under various conditions, including diferent RPMs, load levels, and

intentional misĄre scenarios. This efort also aimed to generate a high-quality dataset of

engine vibration signals that can serve as a benchmark for further analysis. In addition

to utilizing a dataset of vehicle engine misĄre signals, this research also incorporated

bearing datasets featuring various fault conditions to develop and evaluate DSP and

ML models. These bearing datasets, which have been extensively documented and are

readily available in the literature, provided a robust foundation for the analysis and

validation of the proposed methodologies.

The second objective focused on applying DSP techniques to analyze vibration sig-

nals for fault diagnosis. Vibration signals, being inherently noisy and complex, require

advanced preprocessing methods to enhance signal quality. Initially, DSP methods such

as kurtosis, SK, STFT, and CWT were used to design optimized Ąlters. These Ąlters

were validated on the bearing datasets to demonstrate their efectiveness in isolating

fault-related features. Subsequently, EMD was applied to the vehicle engine vibration

dataset to extract fault-speciĄc features, particularly those related to misĄre events.

These techniques enabled the identiĄcation of unique vibration patterns and frequency

components associated with both rolling bearing faults and engine misĄre conditions,

providing a strong foundation for accurate and reliable fault detection.

The Ąnal objective was to utilize ML methods to improve the accuracy and robust-

ness of engine misĄre diagnosis. ML techniques, particularly deep learning models, were

employed to automatically learn complex patterns and relationships within the vibra-

tion data. Both 1D signals and their 2D representations (e.g., grayscale images) were

used as inputs for the models. SpeciĄcally, architectures such as DCNN, and DCNN-

LSTM hybrid models were implemented to classify and detect misĄre conditions. The

models were trained and evaluated using the prepared vehicle engine dataset, with

performance metrics such as accuracy, precision, and recall used to assess their efec-

tiveness. By comparing the results of ML methods, this research aimed to establish a

robust and reliable diagnostic system for vehicle engine misĄre detection under varying

operating conditions.

1.4 Contributions

• Development of a Real-Time Vibration Data Acquisition Module: Suc-

cessfully interfaced the low-cost ADXL1002 accelerometer with the BeagleBone

Black controller to create a robust module capable of real-time vibration signal
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acquisition under varying engine conditions, including RPM, load, and misĄre

scenarios.

• Creation of a New Engine Vibration Dataset: Recorded a high-quality

dataset of vehicle engine vibration signals under diverse operating conditions,

including varying RPMs, load levels, and intentional misĄre events, providing a

valuable resource for fault diagnosis research.

• Design and Validation of DSP-Based Filters: Applied advanced DSP tech-

niques like kurtosis, SK, STFT, and CWT to optimize Ąlters for fault detection

using vibration datasets of rolling bearing.

• Application of DSP Techniques for MisĄre Diagnosis: Applied advanced

DSP techniques, including EMD to extract the Ąrst IMF and DFT to identify

misĄre-related frequency components in the engine vibration signals.

• Implementation of ML Models for MisĄre Diagnosis: Developed and

applied DCNN and DCNN-LSTM models to diagnose engine misĄre conditions

using both 1D vibration signals and 2D grayscale image representations.

1.5 Structure of the Dissertation

The dissertation is organized as follows:

• Chapter 2: Discusses the interfacing of the ADXL1002 accelerometer with the

BeagleBone Black and its calibration in a controlled laboratory environment to

ensure accurate measurements.

• Chapter 3: Presents datasets collected from vehicle engine misĄre scenarios at

various RPMs and includes benchmark bearing datasets from the literature.

• Chapter 4: Explores DSP techniques such as Ąlter design, FFT, and EMD for

fault diagnosis in both bearings and vehicle engine vibrations.

• Chapter 5: Investigates AI methods for fault diagnosis, focusing on DCNN,

DCNN-LSTM, and multi-Kernel DCNN-LSTM models using 1D and 2D repre-

sentations of vibration signals.

• Chapter 6: Provides the conclusion of this research, summarizing the key Ąnd-

ings from the previous chapters and discussing their signiĄcance in health diag-

nosis using vibration signals. It highlights the major contributions, limitations,

and possible directions for future work to enhance fault detection methodologies.



Chapter 2

Interfacing and Calibration of the

ADXL1002 Accelerometer with

BeagleBone Black

2.1 Introduction

In this chapter, we explore the interfacing and calibration of the ADXL1002 ac-

celerometer with the BeagleBone Black, a single-board computer widely used for em-

bedded systems applications [2, 89, 90]. This chapter is structured into two main

sections: the Ąrst section focuses on the interfacing of the ADXL1002 accelerometer

with the BeagleBone Black, while the second section delves into the calibration of the

ADXL1002 accelerometer.

The Ąrst section begins by describing the key components involved in the interfacing

process, namely the ADXL1002 accelerometer and the BeagleBone Black. Detailed

descriptions of the main block diagram of the interfacing circuit and its various modules,

such as the power supply module, the Ąlter and voltage divider circuit, and the LED and

switch circuits, are provided. This section aims to give a comprehensive understanding

of how the ADXL1002 accelerometer is interfaced to the BeagleBone Black and the

role of each component in ensuring accurate data acquisition.

In the second section, we discuss the calibration of the ADXL1002 accelerometer

[90]. Calibration is crucial to ensure the accuracy and reliability of the accelerometerŠs

readings [91, 92]. This section includes the description of a vibration laboratory setup

designed to provide a controlled environment for calibration purposes. The setup al-

lows for the generation of diferent frequency signals, which are then recorded using

the ADXL1002 accelerometer. The calibration process involved adjusting the sensor

such that the recorded frequencies matched the reference frequencies as closely as pos-

sible, thereby minimizing any errors between the two [90]. Additionally, the sensitivity

24
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characteristics of the accelerometer at various frequencies were examined to ensure its

performance across a range of conditions.

The results of the calibration process, including the accuracy of frequency matching

and sensitivity analysis, have been previously published in a conference proceeding

[90], demonstrating the validity and reliability of the methods used. These results

underscore the importance of proper interfacing and calibration in achieving precise

and dependable measurements with the ADXL1002 accelerometer.

2.2 Interfacing

This section provides a detailed description of the interfacing process involving the

ADXL1002 accelerometer, the BeagleBone Black, and the developed modules. The

developed modules including the power supply module for stable operation, the Ąlter

and voltage divider circuit for signal conditioning, and the LED and switch circuits for

user interaction, ensuring a comprehensive understanding of the systemŠs design and

functionality.

2.2.1 ADXL1002 Accelerometer

The ADXL1002 is a high-frequency, low-noise, single-axis microelectromechanical

systems (MEMS) accelerometer that provides an analog output proportional to me-

chanical vibration [2, 27]. The accelerometer is integrated into the EVAL-ADXL1002Z

evaluation board, which is speciĄcally designed for mounting onto mechanical shak-

ers. This evaluation board is constructed with an extra-thick printed circuit board

(PCB) measuring 0.8 inches square and includes screw holes for secure attachment to

a shaker block, ensuring accurate vibration analysis (see Figure 2.1). Figure 2.1 illus-

trates the EVAL-ADXL1002Z evaluation board alongside the function block diagram

of the ADXL1002 accelerometer. The block diagram details the internal architecture

of the accelerometer, highlighting key components such as the sensor element, signal

conditioning circuitry, and output stage, which together enable precise detection and

measurement of mechanical vibrations [2, 27].

The ADXL1002 is engineered for high-bandwidth applications, capable of mea-

suring g-forces up to 50 g, making it suitable for vibration analysis systems used in

monitoring and diagnosing machinery health. The device is shock-proof up to 10,000 g,

and guarantees long-term durability even in harsh environments. ADXL1002 operates

within a supply voltage range of 3.3 V to 5.25 V. It comes in an ultra-small LFCSP

package that has an operational temperature range of -40◦C to +125◦C [2].

The accelerometerŠs low noise and wide frequency bandwidth enable it to detect

vibration patterns from small moving parts, such as internal bearings. The high g range
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Figure 2.1: EVAL-ADXL1002Z accelerometer and its function block diagram.

withstands dynamic environments with signiĄcant vibration, such as HVAC systems

and heavy machinery. To achieve peak performance, system noise, mounting, and

signal conditioning must be carefully considered. Supply voltage noise impacts system

noise because the ADXL1002Šs analog output is ratiometric, meaning supply voltage

Ćuctuations afect the output. A properly decoupled, stable supply voltage is crucial for

powering the ADXL1002 and providing a reference voltage for digitization. Overrange

stimuli afect the output signal, and an overload indicator feature helps manage critical

conditions in intelligent measurement systems.

The ADXL1002 operates in two modes: measurement mode and standby mode.

Measurement mode is the default operational state, where the accelerometer continu-

ously monitors acceleration along its sensitive axis, typically consuming 1.0 mA with a

5.0 V supply. Standby mode suspends measurement activities and signiĄcantly reduces

current consumption to 225 µA, typical for a 5.0 V supply, with a transition time of

less than 50 µs to switch back to measurement mode [2].

Appendix A provides a comprehensive overview of the ADXL1002 accelerometer,

detailing its optimal performance characteristics, operational principles, output signal

bandwidth, and key features. This appendix serves as a reference for understanding the

Table 2.1: ADXL1002 pin function description.

Pin No. Mnemonic Description

1 to 9, 31, 32 NIC Not Internally Connected.
10, 11, 17 to 19, 21 to 26, 29 DNC Do No Connect. Leave unconnected
12 VDD 3.3 V to 5.25 V Supply Voltage.
13, 14, 27, 28 VSS Supply Ground.
15 STANDBY Standby mode Input, Active High.
16 ST Self Test Input, Active High.
20 OR Overrange Output.
30 VOUT Analog Output Voltage.
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accelerometerŠs capabilities and its role in signal acquisition for the research. Moreover,

Table 2.1 provides a comprehensive description of each pin function, essential for proper

integration into various applications.

2.2.2 BeagleBone Black

The BeagleBone Black is a versatile, cost-efective, open-source development plat-

form widely adopted by developers and supported by a robust community [89]. Its

Ćexibility and extensive functionality make it suitable for a wide range of applications,

from simple projects to complex industrial systems. The platform is particularly well-

suited for sensor interfacing in applications such as vibration measurement systems.

Central to the BeagleBone Black is its ARM Cortex-A8 processor, which operates at

1 GHz. This processor, combined with 512 MB of DDR3 RAM and 4 GB of on-

board eMMC storage, provides ample computational power and storage capacity for

diverse projects (Figure 2.2) [89]. The BeagleBone Black operates on a Linux-based

operating system, typically the Debian distribution. This OS provides a robust and

versatile environment for software development. A wealth of libraries and development

tools are available, which simpliĄes coding and debugging processes. Furthermore,

the board supports a wide array of programming languages, including Python, C, and

JavaScript, accommodating developers with varying levels of expertise [89].

The BeagleBone Black incorporates several key components that collectively con-

tribute to its functionality and performance. At its core, the board is powered by

the Sitara AM3358BZCZ100 processor, which operates as the central processing unit

(CPU). This processor, based on the ARM Cortex-A8 architecture and running at 1

Figure 2.2: BeagleBone Black with its key components.
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GHz, forms the computational backbone of the platform, capable of executing a variety

of tasks ranging from basic input/output operations to complex computing tasks. The

BeagleBone Black is equipped with either Micron 512MB DDR3L or Kingston 512MB

DDR3 RAM modules. These dual data rate memory components ensure eicient data

handling and processing, crucial for multitasking and handling concurrent operations

within applications running on the board [89].

Appendix B details the key features, speciĄcations, and essential components of the

BeagleBone Black, including the power module, I/Os, LEDs, and networking. Figure

2.2 visually represents the layout and interconnections of these components, illustrating

their roles in enhancing the functionality and versatility of this development platform.

2.2.3 Interfacing Results

Figure 2.3 presents the block diagram of the mobile device, illustrating the inte-

gration of ADXL1002 accelerometers with a BeagleBone Black controller and a power

module. The power module provides the appropriate voltage levels to all system com-

ponents, processes the voltage signals from the accelerometers, and operates a bistable

button with an indicator lamp. The power module is designed with protective elements

against excessive or negative input voltage, which could potentially damage other sys-

tem components. The power supply output is stabilized at 5 V and further Ąltered

to eliminate interference. Figure 2.3 provides a comprehensive block diagram of the

described system architecture.

At the core of the system is the BeagleBone Black single-board computer, which

serves as the central computing unit. The built-in analog-to-digital converter (ADC)

in the BeagleBone Black samples the data provided by the ADXL1002 accelerometers.

These accelerometers are connected to the 3.3V and GND pins of the computer using

Figure 2.3: Block diagram representing interface of ADXL1002 accelerometer with
BeagleBone Black and its power module.
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a three-wire shielded cable, minimizing the impact of external electromagnetic inter-

ference. The data from the accelerometers is transmitted via the remaining wire to a

second-order analog anti-aliasing Ąlter, as depicted in Figure 2.3.

The voltage supply module is designed to produce a stable 5V output, ensuring

the uninterrupted operation of the vibration measurement system. To achieve this,

an LM7805 voltage regulator is employed to convert an input voltage of 12V into a

regulated 5V output. The power supply module is implemented on a printed circuit

board (PCB), as illustrated in Figure (2.4). The system utilizes two power sources,

labeled V1 and V2, where V1 represents the internal voltage source and V2 denotes

the external voltage source. Diodes D1, D2, D3, D4, and D5 are included in the design

to protect against overvoltage and reverse voltage conditions.

Figure 2.4: Power supply module.

An operational ampliĄer (U2) is utilized to compare the voltages from the internal

and external sources. If the external voltage source exceeds half of the internal voltage

source, the output state of U2 transitions to high. When the output of U2 is high,

the N-channel MOSFET (U3) is activated, allowing the system to utilize the external

voltage source. Conversely, when U3 is turned of, the internal power source is em-

ployed. In both scenarios, the LM7805 regulator (U1) continuously converts the 12V

input to a stable 5V output. Additionally, the output capacitor (C1) plays a crucial

role in stabilizing the power supply, ensuring consistent performance of the vibration

measurement system.

Figure (2.5) illustrates the Ąlter and voltage divider conĄguration. The primary

function of the Ąlter is to provide enhanced anti-aliasing Ąltration, especially consid-

ering disturbances generated betweend the accelerometer and the ADC. According to

the ADXL1002 module documentation [2],the module includes a built-in Ąrst-order

analog Ąlter. However, it is advisable to implement an additional low-pass Ąlter for en-

hanced performance. The built-in RC Ąlter, indicated by a dashed line in Figure (2.5),
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Figure 2.5: Filter with voltage divider.

is situated at a signiĄcant distance from the analog-to-digital converter (ADC). This

placement is suboptimal as it allows interference generated in the connecting cables to

afect the sampled signal.

The designed Ąlter must exhibit a linear characteristic within the passband and a

steep roll-of outside it. Although a high-order Ąlter would meet these requirements

most efectively, it would also increase the layoutŠs cost and complicate placement on

the PCB. To address this, the signal is oversampled with a low-order Ąlter, followed by

digital processing at a later stage. In this study, an additional second-order RC Ąlter

was employed in conjunction with the existing Ąlter to meet the necessary requirements.

This Ąlter is connected to a voltage divider to lower the voltage level before sam-

pling. This step is essential because the ADC range is limited to 1.8 V, whereas the

ADXL1002 output can reach approximately 3.3 V with the applied power supply. The

ADC inputs on the BeagleBone Black, labeled ADC 0 and 1, are directly connected

to the output of the voltage divider, ensuring the signal is within the acceptable range

for accurate sampling.

Additionally, the system includes a button diode controlled by a transistor, necessi-

tated by the low current capacity of the processorŠs GPIO outputs, which range from 4

mA to 6 mA depending on the pin number, according to the documentation [89]. This

current level is insuicient for the diode to accurately indicate the deviceŠs operating

state. The diode control system is connected to the GPIO 45 output of the BeagleBone

Figure 2.6: LED and switch module.
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Black, which controls it, and to the button itself. When pressed, the button shorts the

circuit between the GPIO 69 output and the GPIO 66 input as shown in Figure 2.6.

2.3 Calibration

This section discusses the calibration process of the low-cost measurement system

based on ADXL1002 MEMS accelerometers, as detailed in [90]. The calibration in-

volved mounting the accelerometers on a vibration exciter. Using a function generator,

various frequencies and acceleration signals were applied to the system. The recorded

data was analyzed to compare the reference and measured frequencies, evaluate sen-

sitivity across diferent frequencies, and assess the impact of acceleration on sensor

sensitivity. These steps ensured the accuracy and reliability of the ADXL1002 MEMS

accelerometers for high-sensitivity vibration measurement applications.

The calibration results are published in the following research paper Calibration of

a High Sampling Frequency MEMS-Based Vibration Measurement System, presented

and published in the conference named XXI Polish Control Conference.

2.3.1 Laboratory Setup

The Vibration Laboratory at the Department of Measurements and Control Sys-

tems of the Silesian University of Technology in Gliwice was utilized for the calibration

experiments. The experimental setup, depicted in Figure 2.7, includes several critical

components: a function generator, power ampliĄer, vibration exciter, measuring am-

pliĄer, MEMS accelerometers, and the BeagleBone Black. A detailed description of

each piece of hardware used in this experiment is provided in Table 2.2.

Table 2.2: List of Hardware and Description.

Hardware Type Description

Function Generator SFG-2100 Generate vibration signals with diferent
frequencies and amplitudes

Power AmpliĄer Type-2706 Enhance the power of the generated vibration
signals by function generator

Vibration Exciter Type-4809 Produce vibrations at speciĄc frequency and
amplitude given by the input vibration signal

Measuring AmpliĄer Type-2525 Display measurement data as well as selecting
setup and measurement parameters

MEMS AccelerometerADXL1002 Sense the vibration signals from the vibration
exciter and send an output to the microcontroller

BeagleBone Black Ű Record the input vibration signal and save it to
the SSD card for further processing
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Figure 2.7: Laboratory set for calibration of ADXL1002 accelerometer.

The Ąrst component of the experimental setup is the function generator, which

is responsible for producing sinusoidal signals of varying frequencies and amplitudes.

These signals serve as the input to the system and are essential for simulating diferent

vibration scenarios. The generated signals are then fed into the power ampliĄer, which

boosts their power to levels suitable for driving the vibration exciter.

The vibration exciter, driven by the ampliĄed signals, generates mechanical vibra-

tions at speciĄc frequencies and amplitudes. This piece of equipment is crucial for

creating a controlled vibration environment necessary for the calibration of the ac-

celerometers. The vibrations produced by the exciter are measured by two ADXL1002

MEMS accelerometers, which are mounted directly on the vibration exciter. These

accelerometers are tasked with capturing the vibration signals and converting them

into electrical signals that can be processed further.

The measuring ampliĄer is used to display the measurement data in real-time and

allows for the selection and adjustment of various setup and measurement parameters.

This enables precise control and monitoring of the experimental conditions, ensuring

that the calibration process is accurate and reliable.

The electrical signals from the ADXL1002 accelerometers are interfaced with the

BeagleBone Black, a single-board computer known for its Ćexibility and computational

power. The BeagleBone Black is equipped with analog-to-digital converters (ADCs)

that sample the incoming signals from the accelerometers. These digital signals are

then recorded and stored on an SSD card for further analysis.

2.3.2 Vibration Dataset

In the course of the experiment, two distinct datasets were meticulously recorded.

The Ąrst dataset captures the systemŠs response at a constant acceleration of 1m/s2

across 30 diferent frequencies. This dataset is crucial for analyzing the behavior of the
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accelerometer under a uniform acceleration condition while varying the frequency. Fig-

ure 2.8 illustrates the recorded data, highlighting the relationship between the diferent

reference frequencies and the constant acceleration of 1m/s2. The Ągure speciĄcally

shows the frequencies at which the vibration signals were recorded, providing a clear

visualization of the accelerometerŠs performance at these set points.

Figure 2.8: Dataset recorded with ADXL1002 accelerometer at 1 m/s2 acceleration.

The second dataset was compiled by recording the systemŠs response at speciĄc fre-

quenciesŮ500 Hz, 1kHz, 2kHz, and 5kHzŮwhile varying the acceleration levels. This

dataset provides insights into how the accelerometer performs under diferent acceler-

ations at set frequencies. Figure 2.9 presents the data, showcasing the accelerometerŠs

output across these frequencies and varying acceleration levels.

Figure 2.9: Dataset recorded with ADXL1002 accelerometer at various acceleration.

The experiment was methodically repeated multiple times to ensure the reliabil-

ity and accuracy of the data. The recorded datasets ofer a comprehensive view of

the accelerometerŠs performance, enabling a thorough calibration and validation pro-
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cess. The detailed analysis of these datasets is essential for understanding the sensorŠs

sensitivity and accuracy under diferent operating conditions.

Figure 2.10 shows the time-domain vibration signals recorded under various fre-

quencies: 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 1100, 1200, 1300, 1400,

1500, 2000, 2500, 3000, 3500, 4000, 4500, 5000, 5500, 6000, 6500, 7000, 7500, 8000,

9000, and 10000 Hz. It is noted that Figure 2.10 represents only a portion of the

recorded vibration signals because of better and clearer visualization. Furthermore,

it can also be seen that low-frequency signals are more distorted than high-frequency

signals.

Figure 2.10: Time-domain representation of the dataset recorded with ADXL1002
accelerometer.
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Figure 2.11: Frequency-domain representation of the dataset recorded with ADXL1002
accelerometer.

In addition to the time-domain representation, the frequency-domain representa-

tion of the vibration signals was analyzed using Fast Fourier Transform (FFT). Figure

2.11 illustrates the frequency-domain spectra corresponding to the same set of vibra-

tion signals. The FFT analysis provides a clear view of the signal components across

diferent frequencies, enabling a more detailed assessment of the accelerometerŠs re-

sponse. This representation helps in identifying the dominant frequency components

and any potential harmonic distortions present in the signals.

2.3.3 Calibration Results

The acquired datasets described in the previous section were used to illustrate the

vibration characteristics of the low-cost ADXL100x accelerometers. Two accelerom-

eters were mounted on the vibration exciter simultaneously to record the vibration

datasets. Two datasets were constructed as described above: the Ąrst dataset was

recorded at diferent frequencies with constant acceleration as shown in Figure 2.8

whereas the second dataset consists of a vector of four frequencies i.e., 0.5 kHz, 1 kHz,

2 kHz, and 5 kHz and each frequency data was recorded with diferent levels of acceler-

ation values as shown in Ągure 2.9. Three types of characteristics were computed from

the recorded datasets and listed as follows:

• Characteristic # 1: Frequency characteristic includes the relationship between

reference frequencies and recorded frequencies.

• Characteristic # 2: Sensitivity characteristic at diferent frequencies consists

of a relationship between sensitivity and diferent frequencies.

• Characteristic # 3: Sensitivity characteristic at diferent accelerations consists

of a relationship between sensitivity and diferent accelerations.

Signal processing methods were applied to the recorded data using MATLAB to
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study the vibration characteristics and calibrate the accelerometers. This involved

comparing the recorded frequencies with the reference frequencies generated by the

function generator. The calibration process aimed to minimize any discrepancies be-

tween these frequencies, ensuring the accuracy of the accelerometers. Additionally,

the sensitivity characteristics of the ADXL1002 accelerometers were examined across

diferent frequencies to conĄrm their performance under varying conditions.

The results of this calibration process have been previously published in a confer-

ence proceeding [90], demonstrating the efectiveness and reliability of the methods

used. This setup and procedure not only ensure precise calibration of the ADXL1002

accelerometers but also validate their suitability for use in vibration measurement sys-

tems.

The reference and recorded measured frequencies are plotted together to visualize

the accuracy of the ADXL1002 accelerometers in Figure (2.12). These frequencies are

measured from the 30 recorded vibration signals shown above in this chapter. The

red dots show the reference frequencies whereas the block circles show the recorded

frequencies.

Figure 2.12: Relationship graph between reference frequencies of the vibration shaker
and measured frequencies of the ADXL1002 accelerometer.

It is noted that because of minor diferences in the reference and measured frequen-

cies, the plot shown in Figure (2.12) neglects the errors among them. However, Figure

(2.13) illustrates the errors among references and measured frequencies and from this

Ągure, it can be veriĄed that the error is minor. In this Ągure, a dotted line representing

the upper bound limit and the lower bound limit is plotted at 1.5 and 1.7, which means
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the error signal lies within a numerical value of 0.2. This shows the performance of

the low-cost ADXL100x accelerometer. The minor errors indicate the eiciency of the

ADXL1002 accelerometers in recording the vibration signals with speciĄc frequencies

eiciently.

Figure 2.13: Errors among reference frequencies of the vibration shaker and measured
frequencies of the ADXL1002 accelerometer.

Furthermore, to examine the second and third characteristics, sensitivity was com-

puted using the following equation:

Si =
RMS(x(fi))

gi

(2.1)

where x(fi) is the recorded time-domain vibration signal at a speciĄc frequency fi

with i = 1, 2, 3, .., n, gi is the acceleration of the vibration signals, RMS(.) is the root-

mean-square of the signal, and Si is the sensitivity index. To plot the sensitivity at

diferent frequencies, the Ąrst dataset was used. Figure (2.14) shows the sensitivities

of both accelerometers at diferent frequencies. Furthermore, it can be seen that the

sensitivities of both accelerometers are almost similar that shows both accelerometers

perform well with similar characteristics.

Figure 2.14: Sensitivities of both accelerometers at diferent frequencies a) sensitivity
of the Ąrst accelerometer and b) sensitivity of the second accelerometer.
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Figure 2.15: Sensitivity versus acceleration at diferent frequencies: a) characteristic of
the Ąrst accelerometer, and b) characteristic of the second accelerometer.

The second dataset was recorded keeping the constant frequency and varying the

acceleration values. The sensitivity for each signal was computed using the equation

(2.1). To illustrate the third characteristic, a plot between sensitivity and accelera-

tion was constructed for both accelerometers as shown in Figure 2.15. The graphs

show that the sensitivity is inversely proportional to the acceleration, indicating that

higher gravitational levels result in reduced sensitivity. All the results of vibration

characteristics show that the low-cost ADXL1002 accelerometers are eicient for sen-

sitive applications and diagnose the frequencies accurately. Utilizing the developed

prototype of the ADXL1002 accelerometer interfaced with the BeagleBone Black, the

calibration process lays the foundation for advanced applications in misĄre detection

within vehicle engine vibration data.

2.4 Conclusion

The work presented in this chapter focused on interfacing and calibrating the

ADXL1002 accelerometer with the BeagleBone Black single-board computer. The

process underscored the signiĄcance of a well-integrated system design and robust

calibration methods for achieving reliable vibration measurements in industrial and

automotive applications.

In the interfacing section, the study detailed the design and integration of essen-

tial modules, including the power supply unit, Ąltering systems, and voltage divider

circuits, to ensure stable and precise data acquisition. The use of the ADXL1002 ac-

celerometer, known for its high sensitivity and broad frequency range, proved efective

in capturing detailed vibration signals, while the BeagleBone Black provided a versa-
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tile and computationally capable platform for real-time data processing and storage.

Key design considerations, such as mitigating electromagnetic interference and ensur-

ing optimal analog-to-digital conversion, further enhanced the systemŠs accuracy and

performance.

Calibration was conducted in a controlled laboratory environment to validate the

accelerometerŠs precision and reliability across various frequencies and acceleration lev-

els. The systematic approach employed a vibration exciter and function generator to

simulate diverse operational scenarios, enabling the assessment of the sensorŠs sensi-

tivity and frequency response. The resulting datasets revealed consistent performance

of the ADXL1002, with minimal errors observed between reference and measured fre-

quencies. This calibration not only veriĄed the accelerometerŠs capability to deliver

accurate measurements but also demonstrated its suitability for applications requiring

high sensitivity, such as machinery condition monitoring and vehicle misĄre diagnosis.

Moreover, the study highlighted the accelerometerŠs inverse sensitivity relationship

with acceleration levels, emphasizing the need for careful consideration of operational

conditions in practical applications. The sensitivity analysis also conĄrmed the uni-

formity in performance between multiple accelerometer units, ensuring the systemŠs

scalability and reliability.

In conclusion, this chapter establishes a comprehensive methodology for designing,

interfacing, and calibrating a low-cost vibration measurement system. The integra-

tion of the ADXL1002 accelerometer with the BeagleBone Black has proven efective

for capturing precise vibration signals, ofering a scalable solution for industrial and

automotive diagnostics. The insights gained from this work pave the way for future

developments, including the implementation of advanced signal processing techniques

and real-time fault diagnosis systems, ultimately contributing to more eicient and

reliable condition monitoring technologies.
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Vibration Datasets

3.1 Introduction

This chapter presents a comprehensive overview of the vibration datasets used in

the study, speciĄcally focusing on datasets collected from vehicle engine and rotating el-

ement bearings. The signiĄcance of these datasets lies in their potential to enhance the

understanding of machinery health and operational conditions through the analysis of

vibration signals. By leveraging advanced sensors and data acquisition techniques, the

datasets provide invaluable insights into the dynamic behavior of mechanical systems

under various operational scenarios.

The Ąrst section details the vibration dataset collected from a vehicle engine using

the ADXL1002 accelerometer. The data collection was meticulously conducted under

controlled experimental conditions to ensure the accuracy and reliability of the mea-

surements. The experimental setup involved capturing signals from the vehicle engine

under diferent states, including healthy and misĄre conditions, various loading sce-

narios (unloaded, half-loaded, and fully loaded), and a range of engine speeds (RPMs)

of 1500 RPM, 2500 RPM, and 3000 RPM. The experiments were carried out at the

Vehicle Vibration Laboratory, Department of Transportation, Silesian University of

Technology in Katowice.

In addition to the vehicle engine vibration dataset, this chapter explores other sig-

niĄcant vibration datasets. Bearing vibration datasets play a crucial role in the Ąeld of

condition monitoring and fault diagnosis for rotating machinery. These datasets, widely

documented in the literature, provide valuable insights into the dynamic behavior of

bearings under varying operational conditions, including healthy states and speciĄc

fault scenarios. They serve as a foundation for developing and validating advanced di-

agnostic algorithms aimed at predicting failures and optimizing maintenance strategies.

Among the prominent datasets, the Intelligent Maintenance Systems (IMF) Test-to-

Failure Vibration Dataset from NASA and the MFPT Fault Dataset are extensively

40
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used for research and industrial applications. These datasets ofer a range of scenar-

ios, such as bearing operation under nominal loads, outer and inner race faults, and

varying loads, making them indispensable for exploring the relationships between vi-

bration characteristics and mechanical faults. Their accessibility and detailed structure

allow researchers to reĄne and test fault detection models, contributing signiĄcantly to

advancements in condition-based maintenance systems.

3.2 Vibration Dataset from Vehicle Engine using

ADXL1002 Accelerometer

3.2.1 Experimental Setup

The vibration data acquisition was conducted using the ADXL1002 accelerome-

ter, capturing signals from a vehicle engine under various operational conditions. The

conditions included healthy and misĄre states, diferent loading scenarios (unloaded,

half-loaded, and fully loaded), and a range of engine speeds (RPMs) including 1500

RPM, 2500 RPM, and 3000 RPM. This study aimed to analyze the vibration charac-

teristics associated with these difering conditions.

The experiments were carried out at the Vehicle Vibration Laboratory, within the

Department of Transportation at the Silesian University of Technology in Katowice.

The laboratory setup, as shown in Figure 3.1, meticulously illustrates the procedural

arrangement and the input conditions applied prior to data recording.

Figure 3.1: Placement of ADXL1002 Accelerometer on Vehicle Engine for Vibration
Data Collection.

The experimental conditions were carefully controlled and deĄned as follows:
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• Engine Speed (RPMs): The engine was operated at three distinct speeds:

1500 RPM, 2500 RPM, and 3000 RPM.

• Engine Health Status: The engine was tested under two health conditions:

Ű Healthy Condition: The engine operates normally without any faults.

Ű MisĄre Condition: The engine experiences misĄring, simulating a com-

mon fault condition.

• Loading Conditions: The engine was subjected to three loading scenarios:

Ű Unloaded Condition: The engine runs without any additional load.

Ű Half Load Condition: The engine operates with a medium load.

Ű Full Load Condition: The engine operates under maximum load.

The ADXL1002 accelerometer was securely mounted on the engine using a magnetic

contact, ensuring stable and accurate vibration measurement. The accelerometer was

interfaced with a BeagleBone Black microcontroller for data acquisition, as detailed in

the preceding chapter. Figure 3.2 depicts the precise placement of the accelerometer

on the vehicle engine, highlighting its strategic positioning for optimal data capture.

Figure 3.2: Placement of ADXL1002 Accelerometer on Vehicle Engine for Vibration
Data Collection.

The collected vibration data were stored on an SSD card, ensuring reliable and

eicient data handling. This storage method facilitated the subsequent analysis of the

vibration signals under the various test conditions.

The detailed setup and controlled conditions for the vibration data collection exper-

iment are crucial for ensuring the accuracy and reliability of the data. The experimental

design allows for a comprehensive analysis of the impact of diferent operational con-

ditions on vehicle engine vibrations, contributing valuable insights for fault detection

and engine performance optimization.
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3.2.2 Vehicle Engine Dataset

The vehicle engine vibration dataset given in Table 3.1 ofers a structured overview

of engine conditions across various RPMs, loads, and misĄre occurrences. Each entry

in the table corresponds to a speciĄc engine scenario, denoted by RPM (Revolutions

Per Minute), load intensity, and misĄre status. The dataset captures instances across

diferent RPMs, including 1500, 2500, and 3000, coupled with load conditions ranging

from no load to half load and full load. Moreover, the dataset signiĄes whether a misĄre

was present or absent in each speciĄc scenario. This dataset serves as a comprehensive

representation of engine performance variations under diferent operational settings,

allowing for in-depth analysis and exploration of how RPM, load, and misĄre interrelate

within the context of vehicle vibrations.

Table 3.1: Vehicle engine vibration dataset.

RMS Frequency Load MisĄre

1500 RPM 25 Hz no load no misĄre
3000 RPM 50 Hz no load no misĄre
1500 RPM 25 Hz half load no misĄre
1500 RPM 25 Hz full load no misĄre
2500 RPM 41.667 Hz half load no misĄre
2500 RPM 41.667 Hz full load no misĄre
3000 RPM 50 Hz half load no misĄre
3000 RPM 50 Hz full load no misĄre
1500 RPM 25 Hz half load misĄre
1500 RPM 25 Hz full load misĄre
2500 RPM 41.667 Hz half load misĄre
2500 RPM 41.667 Hz full load misĄre
3000 RPM 50 Hz half load misĄre
3000 RPM 50 Hz full load misĄre

To further elucidate the engine vibration dataset captured through the ADXL1002

accelerometer, a representation in the time domain is crucial for visual comprehension.

The vehicle vibration dataset is plotted in a 3D time-domain signal representation to

provide a comprehensive visualization of the recorded data in Figure 3.3. This visual-

ization includes 15 distinct vibration signals, corresponding to the various conditions

outlined in Table 3.1. The 3D representation efectively captures the complex dynamics

of the vehicle engine vibrations under diferent operational states, allowing for a more

intuitive understanding of the variations in the signals.

The selected vibration signals, depicted in Figure 3.4 showcase the temporal char-

acteristics of engine vibrations across distinct operational states. These signals, plot-

ted against time, ofer a direct insight into the Ćuctuations and patterns within the

recorded vibrations during various engine conditions, such as RPMs, load levels, and
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misĄre occurrences.

Figure 3.3: 3D representation of the vehicle vibration dataset recorded with ADXL1002
accelerometer.

Figure 3.4: Time-domain representation of the vehicle vibration dataset recorded with
ADXL1002 accelerometer.
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3.3 Bearing Vibration Datasets in the Literature

Bearing vibration datasets provide a rich source of information for the study of fault

diagnosis and predictive maintenance techniques. These datasets capture vibration

signals from bearings operating under controlled laboratory conditions and real-world

scenarios. They are pivotal in understanding how faults develop and propagate over

time, enabling the design of robust algorithms for machinery health monitoring. In this

study, we focus on two signiĄcant datasets: the Test-to-Failure Vibration Dataset and

the MFPT Bearing Fault Dataset, both of which have been widely used for research in

condition monitoring and diagnostics.

3.3.1 IMF Test-to-Failure Vibration Dataset

The test-to-failure vibration dataset of bearings is a collection of data that records

the vibration behavior of bearings under operational conditions until they fail. This

dataset is often used in predictive maintenance and condition monitoring research to

develop and validate algorithms for fault detection and remaining useful life (RUL)

estimation [93, 1].

The IMF bearing vibration dataset comprises data from an experimental setup

where four bearings were installed on a shaft. The shaft maintained a constant rota-

tional speed of 2000 RPM, driven by an AC motor coupled via rub belts. A radial load

of 6000 lbs was applied to the shaft and bearings using a spring mechanism, and all

bearings were force-lubricated. The bearings used were Rexnord ZA-2115 double-row

bearings. High Sensitivity Quartz ICP accelerometers (PCB 353B33) were mounted

on the bearing housings, with two accelerometers (measuring x- and y-axes) for each

bearing in dataset 1, and one accelerometer per bearing for datasets 2 and 3. Failures

were observed after the bearings exceeded their designed lifetime of over 100 million

revolutions. Figure 3.5 illustrates the experimental set for IMF test-to-failure vibration

dataset recording.

The dataset is structured into three sets, each representing a test-to-failure experi-

ment. Each dataset contains Ąles with 1-second snapshots of vibration signals recorded

at speciĄc intervals, consisting of 20,480 data points sampled at 20 kHz, facilitated by

the NI DAQ Card 6062E. The Ąle names indicate the time of data collection, with

larger intervals marking the resumption of experiments on subsequent working days.

Set 1 was recorded from October 22, 2003, to November 25, 2003, encompassing

2,156 Ąles with 8 channels. The channels were arranged as Bearing 1 Ű Ch 1&2, Bearing

2 Ű Ch 3&4, Bearing 3 Ű Ch 5&6, and Bearing 4 Ű Ch 7&8. Files were recorded every

10 minutes, except for the Ąrst 43 Ąles, which were recorded every 5 minutes. This

experiment concluded with an inner race defect in bearing 3 and a roller element defect

in bearing 4. Set 2, recorded from February 12, 2004, to February 19, 2004, includes
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Figure 3.5: Experimental setup for IMF Test-to-Failure Vibration Dataset Recording
[1].

984 Ąles with 4 channels arranged as Bearing 1 Ű Ch 1, Bearing 2 Ű Ch 2, Bearing 3 Ű

Ch 3, and Bearing 4 Ű Ch 4, with Ąles recorded every 10 minutes. This set concluded

with an outer race failure in bearing 1. Set 3, recorded from March 4, 2004, to April

4, 2004, contains 4,448 Ąles with 4 channels arranged similarly to Set 2. Files were

recorded every 10 minutes, and this experiment concluded with an outer race failure

in bearing 3. The block diagram of the dataset is illustrated in Figure 3.6.

The dataset is publicly available on Kaggle [94] and the oicial NASA website,

provided in text format and compressed in RAR and ZIP formats. It includes com-

prehensive documentation (README) by the authors. This dataset was provided by

the Center for IMS at the University of Cincinnati. Acknowledgments go to J. Lee, H.

Qiu, G. Yu, J. Lin, and Rexnord Technical Services (2007) for the "Bearing Data Set",

available at the NASAŠs Open Data Portal .

3.3.2 MFPT Bearing Fault Dataset

The Condition Based Maintenance (CBM) paradigm aims to enhance reliability

and reduce maintenance costs by shifting from scheduled maintenance to condition-

based maintenance. This approach minimizes unscheduled maintenance events and,

once validated, supports on-condition maintenance. However, CBM technology is still

maturing, with signiĄcant scope for improvement in algorithms and techniques for

reporting and displaying component conditions. Additionally, there are few datasets

with known faults available to validate the performance of new algorithms.

To address these challenges, the MFPT Fault Database provides various datasets

of known good and faulty conditions for bearings and gears. This dataset is freely

available, including example processing code, to encourage researchers and CBM prac-

titioners to advance techniques and accelerate the maturity of CBM systems [95].

https://data.nasa.gov/Raw-Data/IMS-Bearings/brfb-gzcv/about_data
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Figure 3.6: IMF Test-to-Failure Dataset Visualization.

The bearing fault dataset supports research into bearing analysis, comprising data

from a test rig with a NICE bearing under various conditions, such as nominal bearing

data, outer race faults under varying loads, and inner race faults under varying loads.

The test rigŠs bearing has speciĄc parameters: roller diameter, pitch diameter, number

of elements, and contact angle. The dataset includes:

1. Baseline conditions: 270 lbs load, 25 Hz shaft rate, 97,656 sps sample rate for

6 seconds.

2. Outer race fault conditions: 270 lbs load, 25 Hz shaft rate, 97,656 sps sample

rate for 6 seconds.

3. Outer race fault conditions: under diferent loads (25 to 300 lbs), 25 Hz shaft

rate, 48,828 sps sample rate for 3 seconds.

4. Inner race fault conditions: under diferent loads (0 to 300 lbs), 25 Hz shaft

rate, 48,828 sps sample rate for 3 seconds.

Additionally, the dataset includes three real-world fault examples from wind turbine

bearings and an oil pump shaft bearing. The data is stored in MATLAB® double-

precision binary format, containing load, shaft rate, sample rate, and vibration data.

These datasets are invaluable for researchers and practitioners in the CBM Ąeld,

facilitating advancements in fault detection and maintenance optimization techniques.

By providing access to this data, the MFPT Fault Database aims to foster the de-

velopment and validation of new algorithms and methodologies, contributing to the

maturation and wider adoption of CBM technologies.
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3.4 Conclusion

Chapter 3 provides a detailed exploration of vibration datasets, underscoring their

critical role in the analysis and diagnosis of mechanical systems. The datasets dis-

cussedŮranging from those collected from vehicle engines using advanced accelerom-

eters to widely recognized bearing datasetsŮhighlight the comprehensive approach to

studying vibration characteristics under varying operational conditions.

The vehicle engine dataset, meticulously gathered using the ADXL1002 accelerom-

eter, demonstrated the signiĄcant inĆuence of engine speed, loading conditions, and

misĄre states on vibration patterns. By maintaining controlled experimental setups,

the dataset ofers reliable insights into engine behavior, facilitating the identiĄcation

of distinct vibration signatures associated with mechanical anomalies. Such datasets

not only enhance the understanding of engine dynamics but also serve as foundational

resources for developing fault detection strategies.

Similarly, the bearing vibration datasets presented in this chapter, particularly the

NASA Test-to-Failure and MFPT Fault datasets, underscore the extensive research and

diagnostic potential these resources provide. With detailed scenarios involving healthy

and faulty states, varying loads, and operational conditions, these datasets are invalu-

able for validating diagnostic algorithms and advancing condition-based maintenance

techniques.

The discussions in this chapter emphasize the importance of accurate data collection

and structured datasets in fostering advancements in predictive maintenance and fault

diagnosis methodologies. By integrating experimental rigor with practical relevance,

the datasets highlighted here contribute to the broader Ąeld of mechanical diagnostics,

enabling more efective and eicient maintenance strategies for various applications.



Chapter 4

Digital Signal Processing Methods

for Vehicle Diagnostics

4.1 Introduction

The detection and diagnosis of faults in vehicles are crucial for ensuring reliability,

performance, and safety. Among various engine faults, misĄre and bearing failures are

two critical malfunctions that demand prompt attention due to their signiĄcant impact

on engine operation. MisĄre, which occurs when one or more cylinders in an engine

fail to ignite, leads to uneven engine performance, increased fuel consumption, higher

emissions, and, if unresolved, potential engine damage [96, 97, 12, 98, 99]. Similarly,

rotating bearings, which are integral components in various vehicle subsystems, are

prone to faults caused by wear, misalignment, or inadequate lubrication. Bearing

failures can result in excessive vibrations, noise, and mechanical degradation, ultimately

compromising the eiciency and safety of the vehicle. Accurate and timely diagnosis of

both misĄre and bearing faults is essential to minimize operational disruptions, prevent

further damage, and extend the lifespan of engine components.

Digital Signal Processing (DSP) methods have become indispensable in vehicle

diagnostics, enabling precise fault detection by analyzing the complex signals generated

by various engine components. Vibration signals, in particular, serve as a rich source

of diagnostic information, capturing the mechanical responses produced by internal

combustion processes and the operation of rotating elements such as bearings. These

signals provide critical insights into engine health, making it possible to accurately

detect faults such as misĄres and bearing failures [100, 101]. MisĄres and bearing

faults, both manifest distinct signatures within vibration data. DSP methods excel in

extracting meaningful features from these signals, enabling the identiĄcation of subtle

irregularities that signify early-stage misĄre or bearing degradation. By leveraging

these techniques, engineers can enhance diagnostic accuracy, optimize maintenance

49
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schedules, and improve overall vehicle reliability and safety.

This chapter explores the application of DSP methods for fault diagnosis in vehicle

engines, emphasizing the detection of misĄres and bearing faults through vibration sig-

nal analysis. The chapter synthesizes insights from a range of DSP methods employed

in this domain, including Ąlter design for efective noise reduction, spectral analysis for

identifying fault-related frequency components, and advanced time-frequency analysis

to capture transient and nonstationary features. These methods are essential for iso-

lating the distinct diagnostic signatures of misĄres and bearing anomalies, addressing

challenges posed by noise and the complexity of real-world vibration data.

Additionally, this chapter incorporates Ąndings from three relevant papers that con-

tribute to the advancement of fault diagnosis in vehicle engines, particularly focusing

on misĄres and bearing faults. The Ąrst two papers, Early-Stage Fault Diagnosis for

Rotating Element Bearing Using Improved Harmony Search Algorithm with Different

Fitness Functions, published in IEEE Transactions on Instrumentation and Measure-

ment, and ARL-Wavelet-BPF Optimization using PSO Algorithm for Bearing Fault

Diagnosis, published in Archives of Control Sciences, present innovative Ąlter design

techniques for noise reduction and signal enhancement, applied to bearing datasets.

The third paper, Analysis of the Vehicle Engine Misfires using Frequency-Domain

Approaches at Various RPMs with ADXL1002 Accelerometer, published in Archives

of Acoustics, directly examines vehicle engine vibration data. This paper employs

advanced signal processing techniques, including Fast Fourier Transform (FFT), enve-

lope spectrum (ES) analysis, and the extraction of the Ąrst Intrinsic Mode Function

(IMF) using Empirical Mode Decomposition (EMD), to identify misĄre patterns. By

applying these methods to real-world engine vibration data, the paper ofers practi-

cal insights into their diagnostic potential, highlighting their relevance for accurate

misĄre detection under varying engine conditions, such as diferent RPMs. Together,

these three papers provide a comprehensive foundation for developing robust diagnos-

tic frameworks that address both misĄre and bearing faults, leveraging the power of

DSP techniques for enhanced reliability and performance in vehicle engine monitoring.

4.2 Overview of Digital Signal Processing Methods

The accurate diagnosis of faults in mechanical systems, especially in vehicle engines,

requires advanced analysis of vibration signal data generated by these systems. DSP

methods are widely used for this purpose due to their ability to handle complex and

noisy data, isolating critical features that indicate potential malfunctions. These tech-

niques play a vital role in fault detection, particularly for engine misĄres and bearing

faults, both of which signiĄcantly impact vehicle performance and safety. This section

provides an overview of DSP methods applied to fault diagnosis, focusing on their use
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in vibration-based fault detection for engine misĄres and bearing failures.

4.2.1 DSP Methods for Bearing Faults

Bearing faults are prevalent in vehicles and can result in substantial mechanical

damage if not identiĄed and addressed in a timely manner. Bearings, as critical com-

ponents in rotating machinery, typically generate periodic and predictable vibration

patterns during normal operation. However, when faults occurŮsuch as wear, mis-

alignment, or insuicient lubricationŮthe vibration characteristics become irregular,

introducing new frequency components or altering the existing ones. These deviations

can serve as key indicators of bearing issues, but they are often subtle and masked by

noise, making accurate fault diagnosis challenging. To efectively identify these faults,

DSP methods are employed to extract the relevant features from the vibration signals,

improving the diagnostic accuracy.

Various Ąltering techniques, including low-pass, high-pass, and band-pass Ąlters,

are commonly applied to remove irrelevant frequencies and enhance the fault-related

components in the signal [70, 102, 103, 104]. These Ąlters are critical for isolating the

fault signatures and ensuring that the diagnostic process focuses on the most relevant

aspects of the signal. However, static Ąlter designs with Ąxed parameters may not

be optimal for every scenario, as vibration signals can vary based on factors such

as load conditions, speed, and environmental inĆuences. This is where metaheuristic

algorithms such as the HSA and Particle Swarm Optimization (PSO) come into play.

In this chapter, HSA is combined with kurtosis, spectral kurtosis (SK) and Short-Time

Fourier Transform (STFT)-based SK as Ątness functions, while PSO is employed with

the Continuous Wavelet Transform (CWT) to reĄne Ąlter parameters. These optimized

Ąlters signiĄcantly improve the signal-to-noise ratio, enhancing diagnostic accuracy.

4.2.2 DSP Methods for Engine MisĄre

MisĄre detection in vehicle engines requires the analysis of vibration signals gen-

erated by combustion irregularities. When misĄres occur, the combustion process

becomes incomplete or inconsistent, disrupting the normal vibration patterns of the

engine. These disruptions manifest as changes in the frequency and amplitude of the vi-

bration signal, which can be detected through various DSP techniques. Time-domain

and frequency-domain analyses are both crucial in diagnosing misĄres. While time-

domain analysis provides insights into signal amplitude and timing, frequency-domain

analysis, including FFT, ES analysis, and SK, reveals the frequency shifts and new

components introduced by misĄres. A combination of these techniques, along with

wavelet-based methods and STFT, is commonly employed to improve fault detection

accuracy and capture transient events such as misĄres. Additionally, DSP techniques
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such as the extraction of the Ąrst IMF using EMD ofer a reĄned approach to isolating

fault frequencies in engine vibration data.

4.2.3 Challenges in DSP Methods for Vehicle Diagnostics

While DSP techniques ofer substantial capabilities for fault diagnosis, their appli-

cation to vehicle misĄre and bearing fault detection presents several challenges:

• Noise and Interference: Vibration signals from both bearing and misĄre

datasets are often contaminated by various sources of noise and interference.

In the case of bearing faults, external factors such as mechanical vibrations from

other components, road noise, and even temperature Ćuctuations can interfere

with the vibration signals, masking subtle fault signatures. For misĄre detection,

additional sources of noise include engine idling, irregular fuel combustion, and

electrical interference from other vehicle systems. These types of noise can intro-

duce irrelevant frequency components or distort the signal, making it diicult to

isolate fault-related features. This interference typically arises due to the com-

plex nature of vibration signals, which are inĆuenced by a variety of operational

and environmental conditions, as well as the non-ideal behavior of mechanical

and combustion processes.

• Non-stationary Nature of Signals: Vibration signals are inherently non-

stationary, meaning that their statistical properties change over time. These non-

stationary characteristics complicate the analysis, as traditional signal processing

methods may fail to capture time-varying features efectively.

• Complexity of Signal Interpretation: Interpreting vibration signals for fault

detection is inherently complex, as it requires distinguishing subtle variations in

frequency, amplitude, and transient behaviors that may indicate faults. The pres-

ence of overlapping frequencies and modulations further complicates the task, as

distinguishing between fault-related signals and normal system behavior becomes

challenging. This complexity increases the need for advanced DSP methods to

efectively isolate the fault-related features from the noise and variability present

in the data.

4.3 HSA-based BPF Optimization

Filtering is a primary preprocessing step that enhances the diagnostic quality of

vibration data by isolating fault-related signal components. Traditional methods, like

the fast kurtogram, employ static conĄgurations that limit adaptability. However,

optimization-based adaptive Ąltering dynamically adjusts these parameters, allowing

the Ąlter to respond to changing signal conditions. This section discusses advanced



4.3. HSA-based BPF Optimization 53

adaptive band-pass Ąlter (BPF) design optimized using HSA, inspired by musical har-

mony, iteratively adjusts Ąlter parameters to achieve an optimal conĄguration that

maximizes fault feature clarity. SpeciĄcally, the objective of the HSA was to optimize

the three critical parameters as follows:

• Center frequency Ű The resonance frequency at which fault impacts occur.

• Bandwidth Ű The range of frequencies around the center that should be cap-

tured.

• Filter order Ű Governs the sharpness of the ĄlterŠs frequency response.

The optimization process was guided by three Ątness functions: the kurtosis of the

time-domain signal, the kurtosis of the ES of the vibration signal, and the sum of

the SK based on the STFT. The time-domain kurtosis quantiĄes the ŞpeakednessŤ of

the vibration signal distribution, efectively highlighting impulsive fault events. The

kurtosis of the ES serves as a frequency-domain indicator, capturing impulsive charac-

teristics in the spectral content that correlate with speciĄc fault frequencies. Finally,

the STFT-based SK provides a time-frequency representation, isolating transient fault

events by capturing both the intensity and precise timing of fault-related impacts,

enhancing fault diagnosis through detailed temporal and frequency information.

The results concluded by the HSA-based BPF optimization are published in the

following research papers: Early-Stage Fault Diagnosis for Rotating Element Bearing

Using Improved Harmony Search Algorithm with Different Fitness Functions, pub-

lished in IEEE Transactions on Instrumentation and Measurement and Early-Stage

Faults Detection Using Harmony Search Algorithm and STFT-Based Spectral Kurtosis,

presented and published in the conference named Automation 2022: New Solutions

and Technologies for Automation, Robotics and Measurement Techniques.

4.3.1 Implementation of HSA

HSA was inspired by the music-based metaheuristic optimization algorithm which

was Ąrst introduced in 2011 [105]. The population of the HSA consists of diferent

musical sounds, and the aim is to Ąnd the best state of harmony. The optimization

problem of a given function, subjected to the constraints, is deĄned below:

max f(X) or min f(X) (4.1)

subjected to g(X) ≤ 0 and h(X) = 0;

where X is the set of solution candidates and the goal is to Ąnd the best solution

candidate that optimizes equation (4.1), also called the Ątness function.

There are three main key parameters of the HSA that are described as follows:

• Harmony Memory Size (HMS) or number of solution candidates,

• Harmony Consideration Rate (HMCR),
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Figure 4.1: Flow diagram of proposed HSA.

• Pitch Adjustment Rate (PAR).

Generally, the values to these three key components are assigned in the following range

[106] 10 ≤ HMS ≤ 50, 0.7 ≤ HMCR ≤ 0.95, and 0.2 ≤ PAR ≤ 0.5. Figure 4.1

illustrates the overall Ćow diagram of the proposed HSA. The HSA consists of the

following Ąve steps.

In the Ąrst step, the specifying parameters, including the Ątness function along with

the constrains are deĄned, according to equation (4.1) and speciĄc values are assigned

to the three main parameters, i.e., HMS, HMCR, and PAR. In the second step,

a random harmony memory (HM) of order HMS × N is generated according to the

following equation:

HM =




x1
1 x1

2 · · · x1
N

x2
1 x2

2 · · · x2
N

...
...

. . .
...

xHMS
1 xHMS

2 · · · xHMS
N




; (4.2)

where, xj
i ,i ∈ HMS, j ∈ N is the element of the solution candidates xj = xj

1, x
j
2, x

j
3...x

j
N ,

N is the number of elements in each solution candidate. Each element xj
i of the solution
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candidate is bounded with upper bound xub and lower bound xlb as follows:

xlb ≤ xj
i ≤ xub. (4.3)

The Ątness value is calculated using equation (4.1) for each solution candidate and the

worst Ątness value is determined.

In the third step, a new harmony solution xnew is generated and its Ątness value is

calculated using equation (4.1). In the literature, diferent techniques are reported to

generate the new harmony solution xnew. In general,

xnew =





xj
i from HM with probability HMCR

New solution with probability (1−HMCR)
; (4.4)

and then PAR for pitch adjustment is applied to xnew, as follows:

xnew =




xnew ± bw with probability PAR

xnew with probability (1− PAR)
; (4.5)

where bw = r × (xub − xlb) and r is a positive random number such that 0 < r < 1.

In the fourth step, the Ątness values of xnew and the worst solution xj from HM are

compared. If the Ątness value of xnew is better than the worst Ątness value, then HM

is updated by replacing the worst solution candidate xj with xnew; otherwise xnew is

discarded.

In the Ąfth step, the steps three and four are repeated until the stopping criteria or

termination condition are achieved. Finally, the best solution candidate is determined.

This best solution candidate fulĄlls the optimization problem. The hyperparameters

are given in Table 4.1 for the proposed HSA-based BPF.

Table 4.1: Hyperparameters of HSA.

Variable Value Description

N 3 number of variables
HMS 20 harmony memory size
xlb 1 lower bound of variables
xub 100 upper bound of variables
HMCR 0.72 harmony consideration rate
PAR 0.08 pitch adjustment rate
epoch 50 total number of epoch

The following pseudo code outlines the step-by-step procedure of the HSA as applied

to the optimization of BPF parameters.
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Algorithm 1: Bandpass Filter Optimization using Improved Harmony Search

Algorithm
Input : Fitness Function, HMS, HMCR, PAR, initial HM

Output: Bandpass Filter (central frequency, bandwidth, Ąlter order)

1 // Main loop

2 for i← 1 to max. no. of epoch do

3 Construct BPF using updated HM and Ąlter out vibration signal

4 Evaluate Ątness value of each Ąltered signal

5 if j < max. no. of solution candidates then

6 // xnew generation

7 if rand > HMCR then

8 Generate xnew by random selection from HM

9 else

10 Generate xnew randomly within limits

11 // Pitch adjustment of xnew

12 if rand > PAR then

13 Adjust the pitch of xnew

14 else

15 Keep xnew unchanged

16 else

17 // Offspring’s Matrix

18

19 Built ofspringŠs Matrix

20 Construct BPF using ofspring matrix and apply to vibration signal

21 Evaluate Ątness value of each Ąltered signal

22 Accept xnew if better and update HM, otherwise discard xnew

23 Find the current best solutions

24 // Optimized Bandpass Filter

25 Find the best solution

26 Construct the Bandpass Ąlter

27 Filtered out the vibration signal

28 Plot ES and visualize the fault frequency

4.3.2 Simulation Results for HSA-based BPF

To validate the efectiveness of the HSA-based BPF, two datasets were tested:

the Intelligent Maintenance System (IMS) bearing dataset and the Machinery Failure

Prevention Technology (MFPT) dataset. Vibration signals from these datasets repre-
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sented diferent fault types, including roller element and OR faults. The detail of these

datasets are given in Chapter 3. Results demonstrate that HSA-based BPF produced

higher SNR and clearer fault frequencies compared to the fast kurtogram-based Ąlter,

especially in noisy conditions. The simulation results are as follows:

IMS Dataset:

For the detection of Fundamental Train Frequency (FTF) faults, two vibration sig-

nals corresponding to early-stage fault conditions from IMS dataset were selected for

analysis. SpeciĄcally, vibration data from Ąle numbers 1515 and 1598 were utilized.

Figure 4.2 shows the time-domain representation of the vibration signal along with its

ES. The fault frequencies can be computed using the formulas given in Appendix C.

Moreover, the vertical dotted lines in the Ągures showing these fault frequencies.

The BPF parameters were optimized using the proposed HSA, guided by three

Ątness functions. The resulting optimized parameters are listed in Table 4.2a. To

assess the efectiveness of the proposed method, an additional BPF was designed using

the fast kurtogram technique for comparison. Figure 4.3 displays the ES of the Ąltered

signals obtained through the HSA with three Ątness functions, and contrasted with the

traditional fast kurtogram-based Ąlter. The proposed method distinctly highlighted

Figure 4.2: Raw vibration signal 1515 in (a) time-domain and (b) its ES from IMS
bearing dataset with FTF fault.

Figure 4.3: For FTF fault signal 1515; the resultant ES of the Ąltered signals with a)
Ąrst Ątness function, b) second Ątness function, c) third Ątness function, and d) fast
kurtogram and e) ES of its Ąltered signal.
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Table 4.2: Filter parameters for IMS FTF faults diagnosis.

Fitness function Center frequency Bandwidth Filter order

a) 1515 - FTF Fault
First Ątness function 2687.6 Hz 1118.7 Hz 46
Second Ątness function 1531 Hz 843.6874 Hz 61
Third Ątness function 3852 Hz 3132.3 Hz 88

b) 1598 - FTF Fault
First Ątness function 2779.6 Hz 1291 Hz 39
Second Ątness function 1578.3 Hz 826.6 Hz 69
Third Ątness function 5601 Hz 6110.8 Hz 59

Note: First, second, and third Ątness functions are as follows:
Kurtosis of the time-domain signal, Kurtosis of the ES of the

vibration signal, and Sum of the STFT-based SK.

fault frequencies with enhanced clarity, achieving SNR improvement.

Figure 4.4 shows the time-domain representation of the vibration signal along with

its ES for early-stage FTF fault. For the second signal, the BPF parameters were

similarly optimized using the proposed HSA, guided by the same three Ątness functions.

Figure 4.4: Raw vibration signal 1598 in (a) time-domain and (b) its ES from IMS
bearing dataset with FTF fault.

Figure 4.5: For FTF fault signal 1598; the resultant ES of the Ąltered signals with a)
Ąrst Ątness function, b) second Ątness function, c) third Ątness function, and d) fast
kurtogram and e) ES of its Ąltered signal.
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The optimized parameters for this signal are presented in Table 4.2b. To evaluate

the performance of the proposed approach, a comparison was also made with a BPF

designed using the fast kurtogram technique. Figure 4.5 illustrates the ES of the Ąltered

signals obtained through the HSA with the three Ątness functions, alongside the results

of the fast kurtogram-based Ąlter. The proposed method efectively highlighted the

fault frequencies with greater clarity, demonstrating a signiĄcant improvement in the

SNR.

For the early-stage Outer Race (OR) fault analysis, vibration signals from Ąle num-

bers 6075 and 6100 were utilized. Figure 4.6 illustrates the vibration signal from Ąle

6075. The ES of the unĄltered signal did not exhibit distinct spikes corresponding to

the fault frequency. The fault frequencies can be computed using the formulas given

in Appendix C. Moreover, the vertical dotted lines in the Ągures showing these fault

frequencies.

To address early-stage OR fault diagnostic, BPF were designed and optimized us-

ing the proposed HSA, guided by the same three Ątness functions previously discussed.

The optimized Ąlter parameters are provided in Table 4.3a. For further validation,

a BPF designed using the fast kurtogram technique was also employed for compar-

Figure 4.6: Raw vibration signal 6075 in (a) time-domain and (b) its ES from IMS
bearing dataset with OR fault.

Figure 4.7: For OR fault signal 6075; the resultant ES of the Ąltered signals with a)
Ąrst Ątness function, b) second Ątness function, c) third Ątness function, and d) fast
kurtogram and e) ES of its Ąltered signal.
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Table 4.3: Filter parameters for IMS OR faults diagnosis.

Fitness function Center frequency Bandwidth Filter order

a) 6075 - OR Fault
First Ątness function 3917.6 Hz 2033.1 Hz 45
Second Ątness function 3772.5 Hz 1288.8 Hz 53
Third Ątness function 5169.3 Hz 4021.6 Hz 99

b) 6100 - OR Fault
First Ątness function 3963.2 Hz 2367.1 Hz 98
Second Ątness function 3709.5 Hz 1402.1 Hz 46
Third Ątness function 2943.1 Hz 4699.4 Hz 67

Note: First, second, and third Ątness functions are as follows:
Kurtosis of the time-domain signal, Kurtosis of the ES of the

vibration signal, and Sum of the STFT-based SK.

Figure 4.8: Raw vibration signal 6100 in (a) time-domain and (b) its ES from IMS
bearing dataset with OR fault.

Figure 4.9: For OR fault signal 6100; the resultant ES of the Ąltered signals with a)
Ąrst Ątness function, b) second Ątness function, c) third Ątness function, and d) fast
kurtogram and e) ES of its Ąltered signal.
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ison. Figure 4.7 illustrates the ES of the signals Ąltered using the HSA with three

Ątness functions, contrasted with those Ąltered by the fast kurtogram. The proposed

method demonstrated superior clarity in highlighting fault frequencies and achieved

more efective fault isolation in the frequency domain compared to traditional Ąltering

techniques.

For the second early-stage OR fault, a vibration signal from Ąle number 6100 was

used, as depicted in Figure 4.8. The ES of the unĄltered signal did not display any clear

spikes at the fault frequency. Therefore, BPF were constructed and optimized with the

proposed HSA, employing the same three Ątness functions discussed previously. The

optimized Ąlter parameters are also presented in Table 4.3b. To further validate the

proposed method, a BPF using the fast kurtogram was again employed for comparison.

Figure 4.9 illustrates the ES of the signals Ąltered by the HSA with three Ątness func-

tions, in comparison with those Ąltered by the fast kurtogram. The proposed approach

efectively highlighted fault frequencies with high clarity, demonstrating superior fault

isolation in the frequency domain compared to traditional Ąltering methods.

MFPT Dataset:

For further analysis of OR faults, two additional vibration signals from the MFPT

Figure 4.10: Raw vibration signal 411 in (a) time-domain and (b) its ES from MFPT
dataset with OR fault.

Figure 4.11: For OR fault signal 411; the resultant ES of the Ąltered signals with a)
Ąrst Ątness function, b) second Ątness function, c) third Ątness function, and d) fast
kurtogram and e) ES of its Ąltered signal.
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Table 4.4: Filter parameters for MFPT bearing faults diagnosis.

Fitness function Center frequency Bandwidth Filter order

a) 411 - OR Fault
First Ątness function 3854.6 Hz 1050.4 Hz 95
Second Ątness function 2865 Hz 4946 Hz 60
Third Ątness function 2351.9 Hz 3392.2 Hz 61

b) 413 - OR Fault
First Ątness function 10862 Hz 1377.3 Hz 99
Second Ątness function 24415 Hz 48826 Hz 97
Third Ątness function 6913 Hz 10218 Hz 75

Note: First, second, and third Ątness functions are as follows:
Kurtosis of the time-domain signal, Kurtosis of the ES of the

vibration signal, and Sum of the STFT-based SK.

dataset, Ąle numbers 411 and 413, were utilized. Figure 4.10 illustrates the time-

domain and its ES for the vibration signal 411. The fault frequencies can be computed

using the formulas given in Appendix C. Moreover, the vertical dotted lines in the

Figure 4.12: Raw vibration signal 413 in (a) time-domain and (b) its ES from MFPT
dataset with OR fault.

Figure 4.13: For OR fault signal 413; the resultant ES of the Ąltered signals with a)
Ąrst Ątness function, b) second Ątness function, c) third Ątness function, and d) fast
kurtogram and e) ES of its Ąltered signal.
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Ągures showing these fault frequencies. Similar to the previous approach, the bandpass

Ąlters for these signals were optimized using the proposed HS Algorithm with three

Ątness functions, and the optimized parameters are provided in Table 4.4a. To evaluate

the proposed methodŠs performance, a fast kurtogram-based Ąlter was also applied to

these signals for comparison. The ES of the Ąltered signals, as illustrated in Figure

4.11, highlights the fault frequencies with the proposed HS Algorithm method, demon-

strating superior clarity and yielding an SNR improvement when compared to the fast

kurtogram-based Ąlter. The proposed approach efectively isolated fault frequencies,

conĄrming its robustness in signal enhancement.

Similarly, for the OR fault signal from Ąle number 413 in the MFPT dataset 4.12,

the same procedure was applied. The bandpass Ąlter was optimized using the proposed

HS Algorithm guided by the three Ątness functions, and the resultant optimized param-

eters are listed in Table 4.4b. As with previous signals, the performance of the proposed

method was validated by comparing it to the fast kurtogram-based Ąlter. Figure 4.13

shows the ES of the Ąltered signal, where the proposed HS Algorithm method clearly

highlighted fault frequencies with high precision, ofering a marked improvement in

fault visibility over the traditional Ąltering approach. The results reinforce the eicacy

of the proposed HS Algorithm model in enhancing signal clarity for fault diagnosis in

OR faults.

4.4 PSO-based ARL-Wavelet BPF Optimization

Building on the successful application of the HSA-based BPF optimization, the

subsequent research introduced the PSO algorithm to further reĄne the Ąlter design,

speciĄcally utilizing the CWT for dynamic fault detection. The PSO is a population-

based optimization algorithm inspired by the swarming behavior of animals. It adjusts

Ąlter parameters by ŞĆyingŤ particles (solutions) across the search space, gradually

converging on an optimal conĄguration. In this section, PSO optimized the Asymmetric

Real Laplace (ARL) wavelet, a wavelet basis function selected for its eicient frequency

localization and minimal ripple efects.

The ARL-wavelet is an eicient BPF for vibration signals due to many reasons such

as:

• In the frequency-domain, the ARL-wavelet has a Gaussian shape and smooth

edges help to minimize the ripple efects,

• The ARL-wavelet convolution with a vibration signal retains the temporal reso-

lution of the original signal,

• The computational time and complexity are small for the ARL-wavelet convolu-

tion with a vibration signal.

For the ARL-wavelet the sine wave is a real sine function with the frequency fc.
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Figure 4.14: ARL-Wavelet with fc = 20Hz and σ = 5Hz and 10Hz a) Time and b)
frequency plots.

The wavelet function ϕ(t) for ARL-wavelet Ąlter can be written as follows:

ϕ(t) = exp(−πσ♣t♣) sin(2πfct), (4.6)

where fc and σ represent the center frequency and bandwidth of the ARL-wavelet-BPF.

In the frequency domain, it can be written as follows:

ψ(f) =
σ

jπ[σ2 + 4(f − fc)2]
− σ

jπ[σ2 + 4(f + fc)2]
, (4.7)

Figure 4.14 illustrates the ARL-wavelet in time-domain and frequency-domain for

central frequency fc = 20Hz and bandwidth σ = 5Hz shown in black color and

σ = 10Hz representing in blue color, respectively.

The convolution of the vibration signal and the ARL-wavelet can be written as

follows:

Wx(fc, σ) = IFT [X(f)ψ∗(f)], (4.8)

The bandwidth and center frequency of the ARL-wavelet-BPF must be selected care-

fully to diagnose the fault frequency in the rotating element bearing. Because of the

unknown noise and fault frequency, it is challenging to Ąnd these parameters. The

results concluded by the PSO-based ARL-Wavelet BPF optimization are published in

the following research paper: ARL-Wavelet-BPF Optimization using PSO Algorithm

for Bearing Fault Diagnosis, published in Archives of Control Sciences. The PSO opti-

mization algorithm with SK of the ES of the vibration signal is employed in this paper

to estimate these parameters.
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Table 4.5: Parameters of PSO algorithm.

Variable Value Description

D 2 number of variables
m 50 swarm size
c1 1.25 acceleration factor
c2 1.75 acceleration factor
wmin 0.5 minimum inertia weight
wmax 0.9 maximum inertia weight
slb Ű lower bound of variables
sub Ű upper bound of variables
epoch 50 total number of epoch

4.4.1 Implementation of PSO Algorithm:

The PSO algorithm [107, 108] consists of m number of particles (the swarm size),

and each particle is considered as the potential solution of the complex problem.

Each particle i ∈ ¶1, 2, 3, ...k♢ has position P = [pm1, pm2, ..., pmD] and velocity V =

[vm1, vm2, ..., vmD] vectors of D−dimension, where D is the number of variables to be

optimized in the search space. During the optimization process, the Ćight trajectory of

the particles moves toward the optimized solution. The vectors P and V are said to be

the candidate solution of the optimization problem and search direction, respectively.

At each epoch, the PSO algorithm updates position and velocity vectors using the

following relations:

vmd(k + 1) = Wvmd(k) + c1r1(pbest(k)− pmd(k)) + c2r2(gbest(k)− pmd(k))

pmd(k + 1) = pmd(k) + vmd(k + 1)
, (4.9)

where k is the number of epochs; W is the inertia weight associated with the previous

velocity preservation; r1 and r2 are two random numbers in the interval [0 1]; c1 and

c2 are two acceleration coeicients determining the relative learning weights for pbest

and gbest. pmd(k) and vmd(k) are the position and velocity of the m-th particle, d-th

dimension at k-th epoch, respectively. Moreover, Pbest = [pbest(1), pbest(2), ..., pbest(k)] is

the particle best solution within each epoch also known as a historical best population

while Gbest = [gbest(1), gbest(2), ..., gbest(k)] is the global best solution after each epoch.

Generally, the PSO algorithm is divided into the following steps:

Step 1: In step 1, the Ątness function is deĄned. In this research, the SK of the ES

of the vibration signal is utilized as a Ątness function. The value of the proposed Ątness

function varies with the fault frequency strength. The strength of the spikes represent-

ing fault frequency improves if the signal-to-noise ratio is enhanced. Consequently, the

value of the Ątness function increases and faults are diagnosed.

Step 2: In step 2, the parameters of the PSO algorithm are deĄned. Table 4.5
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Algorithm 2: Bandpass Filter Design using Particle Swarm Optimization
(PSO)

Input : Fitness Function, Population Size m, Acceleration Factors c1, c2,
Inertia Weight Range [wmin, wmax], Initial Positions and Velocities

Output: Bandpass Filter (center frequency, bandwidth, Ąlter order)
1 // Initialize Parameters

2 DeĄne the Ątness function (e.g., SK of the ES)
3 Set PSO parameters: m (number of particles), c1, c2 (acceleration factors),

[wmin, wmax] (inertia weights), and maximum epochs
4 // Initialize Population

5 Randomly generate initial positions P = [p1, p2, . . . , pm] within the search space
6 Randomly initialize velocities V = [v1, v2, . . . , vm] within the velocity bounds
7 Evaluate the Ątness of each particle and store the initial best position for each

particle as Pbest

8 Identify the global best position as Gbest

9 // Main Optimization Loop

10 for t← 1 to Maximum Epochs do
11 Update inertia weight w as:

w ← wmax −
(wmax − wmin)
Max Epochs

· t

12 for each particle i← 1 to m do
13 // Update Velocity

14 Update velocity vector:

vi ← w · vi + c1 · r1 · (Pbest,i − pi) + c2 · r2 · (Gbest − pi)

where r1, r2 are random values in [0, 1]
15 // Update Position

16 Update position vector:
pi ← pi + vi

17 Evaluate the Ątness of the updated position pi

18 // Update Local Best

19 if fitness(pi) is better than fitness(Pbest,i) then
20 Pbest,i ← pi

21 // Update Global Best

22 if fitness(pi) is better than fitness(Gbest) then
23 Gbest ← pi

24 // Return Optimized Filter Parameters

25 Construct the bandpass Ąlter using Gbest

26 Apply the Ąlter to the vibration signal
27 Plot the ES to visualize the fault frequencies
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includes these parameters.

The lower bound and the upper bound of the variables (bandwidth and center

frequency) depends on fault types. The lower bound and upper bound for bandwidth

are given by [σlb σub] = [2ff
1

2
fs] and for the center frequency, [fclb fcub] = [ff

1

2
fs−ff ],

where ff is the fault characteristic frequency which can be calculated using the equation

(13), given in the next section and fs is the sampling frequency of the vibration signal.

Step 3: In this step, the initial position and velocity vectors are generated for the

whole swarm size. The size of each position and velocity matrix is D×m. The values

of the initial swarm are random and within the bound limits such as:

slb ≤ smd ≤ sub, (4.10)

where slb and sub are the lower bound and upper bound of the swarm and smd is the

generated particle.

After generating the initial swarm, the Ątness value of each potential solution is

calculated using the proposed Ątness function described above. The initial pbest is de-

termined using the Ątness values of each potential solution where the potential solution

with the maximum Ątness value represents the initial gbest.

Step 4: In step 4, pbest and gbest are updated. For that, the initial or previous pbest

is compared with the current pbest evaluated by the updated swarm. The maximum

Ątness value of the resultant pbest represents the current gbest which is compared to the

previous gbest to determine the resultant gbest in each epoch.

Step 5: In step 5, the position and velocity vectors are updated using the equation

(4.9). The updated position and velocity must be within the bound limits according

to the equation (4.10).

Step 6: In the Ąnal step, the optimized value among the Gbest vector is determined.

This gbest value corresponds to the maximum Ątness value and determines the optimized

parameters for the proposed Morlet wavelet Ąlter for the faulty vibration signal.

4.4.2 Simulation Results for PSO-based ARL-Wavelet BPF

For validation, the PSO-based ARL-wavelet BPF was tested on MFPT bearing sig-

nals with known fault frequencies. The results demonstrated that PSO optimization

provided a substantial increase in SNR, enhancing fault frequency visibility in the ES

compared to unĄltered signals. Figure 4.15 and Figure 4.16 illustrate the OR faults in

bearings. Whereas, Figure 4.17 and Figure 4.18 show the baseline fault frequency con-

ditions. The fault frequencies can be computed using the formulas given in Appendix

C. Moreover, the vertical dotted lines in the Ągures showing these fault frequencies.

All these experimental results depict the unĄltered and Ąltered time-domain vibration

signals and their ES. The results show that the performance of the proposed PSO
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Figure 4.15: First OR fault from MFPT dataset: a) time-domain vibration signal, b)
Ąltered time-domain signal, c) ES of unĄltered signal, and d) ES of Ąltered signal.

Figure 4.16: Second OR fault from MFPT dataset: a) time-domain vibration signal,
b) Ąltered time-domain signal, c) ES of unĄltered signal, and d) ES of Ąltered signal.

Figure 4.17: First baseline fault from MFPT dataset: a) time-domain vibration signal,
b) Ąltered time-domain signal, c) ES of unĄltered signal, and d) ES of Ąltered signal.

algorithm method is eicient to diagnose the fault frequencies with high SNR.

Furthermore, SNR is also calculated for all the experiments for quantitative compar-

ison. Table 4.6 shows the relationship between SNR for unĄltered signals and Ąltered

signals. For the Ąltered signal, SNR is calculated using the following formula:

SNRfiltered signal =
∑s

n=1 maxn∈Vpeaks
(ESf [n]2)/s

∑l
n=1 ESs[n]2/l

, (4.11)

where s is the number of spikes in the ES of the Ąltered signal that is taken to compute
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Figure 4.18: Second baseline fault from MFPT dataset: a) time-domain vibration
signal, b) Ąltered time-domain signal, c) ES of unĄltered signal, and d) ES of Ąltered
signal.

the SNR, Vpeaks is a vector containing all the spikes, ESf [n] is the ES of the Ąltered

signal. l is the number of spikes in the ES of the unĄltered signal, and ESs[n] is the ES

of the unĄltered signal. Note that we have considered the whole unĄltered vibration

signal to calculate the SNR, hence, l is equal to the total number of samples in the ES

of the unĄltered vibration signal.

Table 4.6: Quantitative comparison of SNR.

Experiment SNR SNR SNR SNR
unfiltered signal filtered signal dbu dbf

1 4.4814 96.3686 6.5141 19.8394
2 3.7846 155.2415 5.7802 21.9101
3 2.9334 19.1820 4.6737 12.8289
4 1.9944 19.9933 2.9982 13.0089

To calculate the SNR for an unĄltered signal, the same number of spikes are taken

from the ES of the vibration signal with the same position as the ES of the Ąltered

signal.

4.5 IMF-based Vehicle Engine MisĄre Diagnostics

The identiĄcation of engine misĄres is a critical diagnostic task, as misĄres disrupt

the combustion cycle, leading to decreased performance, higher emissions, and potential

long-term damage to engine components. Vibration signal analysis provides a non-

intrusive method for diagnosing misĄres by examining the unique patterns these events

generate. This section explores the frequency-domain analysis techniques used in this

study, speciĄcally FFT, ES, and EMD. These methods were applied to engine vibration

signals captured under varying RPMs and load conditions, providing a comprehensive

approach to misĄre detection.
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The vibration signal x(t) is decomposed into IMFs ¶IMF1(t), IMF2(t), ..., IMFk(t)♢
and a residue r(t) as follows:

x(t) =
k∑

i=1

IMFi(t) + r(t)

where each IMF represents an oscillatory mode with diferent misĄre frequency charac-

teristics. The process of extracting each IMF involves the steps outlined above, and the

residue represents the remaining vibration signal after extracting all the IMFs. This

iterative process allows EMD to decompose complex, non-linear, and non-stationary

vibration signals into simpler, intrinsic oscillatory modes.

The vibration data was collected using an ADXL1002 MEMS accelerometer in-

terfaced with a Beaglebone Black microcontroller, capturing engine vibrations under

diferent operating states: unloaded, loaded, and misĄre conditions at RPMs of 1500,

2500, and 3000. The ADXL1002, chosen for its high sensitivity and frequency range,

was calibrated to ensure accurate data acquisition, as described in Chapter 2.

The results concluded by the IMF-based vehicle engine misĄre diagnostics using low-

cost ADXL1002 accelerometer are published in the following research paper: Analysis

of the Vehicle Engine Misfires using Frequency-Domain Approaches at Various RPMs

with ADXL1002 Accelerometer, published in Archives of Acoustics.

4.5.1 Implementation of IMF

EMD is a data-driven method that decomposes a complex vibration signal into a

set of IMFs. These IMFs represent diferent oscillatory modes of the signal with well-

deĄned misĄre frequency content. The process of EMD is based on the principle of

extracting oscillatory modes by iteratively sifting the signal through envelopes of local

maxima and minima.

The original vibration signal x(t) undergoes a series of steps to compute the IMFs.

Initially, the signal x(t) is set as the residue, which forms the starting point for the

decomposition process:

residue = x(t)

The set of IMFs is initialized as an empty collection:

IMFs = ∅

The iterative process begins by checking the residue for monotonicity. The algorithm

proceeds until the residue becomes monotonic, meaning it has fewer than two extrema.
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This condition for monotonicity is expressed as:

Monotonic(r(t)) = (Number of Extrema of r(t)) < 2

where r(t) refers to the residue at each iteration.

During each iteration of the sifting process, the oscillatory component of the signal

is extracted by subtracting the mean envelope. To achieve this, the local maxima and

minima of the current residue r(t) are identiĄed. The positions and values of these

extrema, denoted as max(ti) and min(ti), are determined:

max(r(t)) and min(r(t))

Next, cubic spline interpolation is used to construct the upper and lower envelopes

from the local maxima and minima:

upperEnvelope(t) = interp1(maxLocs,maxPeaks, t, ‘spline‘)

lowerEnvelope(t) = interp1(minLocs,minPeaks, t, ‘spline‘)

The mean envelope is then computed as the average of the upper and lower envelopes:

meanEnvelope(t) =
upperEnvelope(t) + lowerEnvelope(t)

2

Once the mean envelope is determined, the current signal detail is updated by sub-

tracting the mean envelope from the residue:

detail(t) = r(t)−meanEnvelope(t)

To ensure convergence, the diference between the newly computed detail and the

previous detail is checked. If the maximum absolute diference is smaller than a speci-

Ąed threshold tol, convergence is considered to have been reached:

max (♣detail(t)− previousDetail(t)♣) < tol

The extracted detail is stored as one of the IMFs:

IMFs = [IMFs; detail]

The residue is then updated by subtracting the extracted IMF from the current residue:

residue(t) = residue(t)− detail(t)
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The process continues until either the residue becomes monotonic or all the IMFs have

been extracted. The pseudo code the whole procedure to compute IMF is given in

Algorithm 3.

Algorithm 3: Empirical Mode Decomposition (EMD) Algorithm
Input : signal, maxSift, tol

Output: IMFs, residue

Data: signal: Input vibration signal

Data: maxSift: Maximum number of sifting iterations for each IMF

Data: tol: Convergence threshold for sifting

1 residue ← signal

2 IMFs ← []

3 while not isMonotonic(residue) do

4 detail ← residue

5 for iter ← 1 to maxSift do

6 [maxPeaks, maxLocs] ← Ąndpeaks(detail)

7 [minPeaks, minLocs] ← Ąndpeaks(-detail)

8 minPeaks ← -minPeaks

9 if length(maxLocs) < 2 or length(minLocs) < 2 then

10 break

11 upperEnvelope ← interp1(maxLocs, maxPeaks, 1 . . . length(signal),

ŠsplineŠ)

12 lowerEnvelope ← interp1(minLocs, minPeaks, 1 . . . length(signal),

ŠsplineŠ)

13 meanEnvelope ← (upperEnvelope + lowerEnvelope) / 2

14 previousDetail ← detail

15 detail ← detail - meanEnvelope

16 if max(abs(detail - previousDetail)) < tol then

17 break

18 IMFs ← append(IMFs, detail)

19 residue ← residue - detail

20 return IMFs, residue

4.5.2 Simulation Results for IMF-based MisĄre Diagnostics

FFT Analysis

In analyzing signals at 1500 RPM, 2500 RPM, and 3000 RPM, the FFT revealed

harmonic frequencies associated with normal engine operation. However, in misĄre

conditions, there was a notable reduction in amplitude at the expected Ąring frequency
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Figure 4.19: FFT of the vibration signals recorded from the vehicle engine using
ADXL1002 accelerometer interfaced with BBB: a & b) FFT of the healthy signals
without load and misĄre conditions, c, d, e, f, g, & h) FFT of the healthy signals with
load and without misĄre conditions, and i, j, k, l, m, & n) FFT of the faulty signals
with load and with misĄre conditions.

(e.g., 25 Hz for 1500 RPM), with irregular spectral content around harmonic frequen-

cies. These variations, shown in Figure 4.19, indicated that misĄres alter the spectral

distribution, yet FFT alone was insuicient for isolating transient misĄre components

due to overlapping frequencies and noise [100].

ES Analysis

To address the limitations of DFT, the ES was applied to the vibration signals.

ES involves calculating the amplitude envelope of the signal and examining its fre-

quency content, efectively highlighting periodic modulations induced by load and mis-

Ąre events.

The ES analysis was conducted under both loaded and misĄre conditions across

varying RPMs. The ES for healthy condition of the vehicle engine is shown in Figure

4.20. The Ągure shows no spikes because of healthy conditions under no load, half load

and full load conditions. Whereas, for misĄre conditions at various RPMs, for exam-
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Figure 4.20: ES of the healthy vibration signals recorded from the vehicle engine using
ADXL1002 accelerometer interfaced with BBB: a) ES of the healthy signal recorded at
1500 RPMs (25 Hz) with no load, b) ES of the healthy signal recorded at 3000 RPMs
(50 Hz) with no load, c & d) ES of the healthy signals recorded at 1500 RPMs (25
Hz) with misĄre conditions at half load and full load, e & f) ES of the healthy signals
recorded at 2500 RPMs (41.67 Hz) with misĄre conditions at half load and full load,
and g & h) ES of the healthy signals recorded at 3000 RPMs (50 Hz) with misĄre
conditions at half load and full load.

Figure 4.21: ES of the misĄred vibration signals recorded from the vehicle engine using
ADXL1002 accelerometer interfaced with BBB: a & b) ES of the faulty signals recorded
at 1500 RPMs (25 Hz) with misĄre conditions at half load and full load, c & d) ES
of the faulty signals recorded at 2500 RPMs (41.67 Hz) with misĄre conditions at half
load and full load, and e & f) ES of the faulty signals recorded at 3000 RPMs (50 Hz)
with misĄre conditions at half load and full load.

ple, at 1500 RPM with a misĄre, ES revealed prominent peaks at 25 Hz (the misĄre

frequency), which were more distinct than in the FFT results. Figure 4.21 displays

these results at diferent loads, clearly indicating that misĄre frequencies appear as

well-deĄned spikes in the ES. At 2500 RPM and 3000 RPM, ES analysis successfully
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isolated misĄre frequencies at 41.67 Hz and 50 Hz, respectively, under diferent load

conditions. These results validated the efectiveness of ES in detecting misĄre events,

as it suppressed noise and enhanced the clarity of fault-induced frequency components

[100]. However, these spikes does not shows the other side frequencies occurred because

of load conditions along with misĄre. Therefor, the recorded signals needs to be reĄned

from unwanted noises and other frequencies.

EMD and IMF Analysis

Figure 4.22: Comparison of healthy and misĄre signals using FFT of the Ąrst-IMF: a)
EMD of the healthy vibration signal with load at 2500 RPMs, b) EMD of the misĄre
vibration signal with load at 2500 RPMs, c) FFT of the Ąrst-IMF from (a), and d)
FFT of the Ąrst-IMF from (b).

To further reĄne the signal analysis, EMD was applied. EMD is a time-frequency

technique that decomposes non-linear and non-stationary signals into IMFs as described

above in this chapter, each representing a distinct oscillatory mode within the signal.

The decomposition process involves iterative sifting, where upper and lower signal

envelopes are calculated, and their mean is subtracted from the original signal to derive

each IMF. This adaptive approach is particularly efective for transient fault detection,

as each IMF captures oscillations at diferent frequency scales, revealing fault-related

components masked in raw data.

Figure 4.23 illustrates the FFT of Ąrst-IMF for healthy signals at diferent RPMs

and load conditions. This Ągure show no spikes at any frequency because of the healthy

condition of the vehicle engine. To compare the healthy and misĄre conditions, Figure

4.22 illustrates the EMD results for signals recorded at 2500 RPM and 3000 RPM under
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Figure 4.23: FFT of the Ąrst-IMF: a & b) healthy signals with 1500 (25 Hz) and 3000
RPMs (50 Hz) without misĄre conditions and unload, c & d) healthy signals with 1500
RPMs (25 Hz) without misĄre conditions at half load and full load, e & f) healthy
signals with 2500 RPMs (41.67 Hz) without misĄre conditions at half load and full
load, and g & h) healthy signals with 3000 RPMs (50 Hz) without misĄre conditions
at half load and full load.

Figure 4.24: FFT of the Ąrst-IMF: a & b) faulty signals with 1500 RPMs (25 Hz) and
with misĄre conditions at half load and full load, c & d) faulty signals with 2500 RPMs
(41.67 Hz) and with misĄre conditions at half load and full load, and e & f) faulty
signals with 3000 RPMs (50 Hz) and with misĄre conditions at half load and full load.

loaded conditions with and without misĄre. The Ąrst-IMF contained high-frequency

components where fault-induced impacts are most apparent. FFT analysis on the

Ąrst-IMF at 1500 RPM revealed a misĄre frequency peak at 25 Hz with clear harmonic

structures, indicating that EMD successfully isolated the misĄreŠs transient signatures

from background noise. Similar patterns were observed at 2500 RPM (41.67 Hz) and

3000 RPM (50 Hz) across both half and full load conditions (Fig. 4.24). These Ąndings

demonstrate that EMD is an efective tool for identifying misĄres by extracting low-

frequency fault information from high-frequency noise [?]Ahsan2024aoa). Moreover,
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these methods formed a comprehensive approach to vehicle misĄre diagnosis, with ES

and IMF-based approach showing particular strength in misĄre frequencies detection

[100]. This layered analysis approach improves diagnostic reliability, enabling accurate

misĄre identiĄcation under various operational conditions.

4.6 Comparative Analysis of DSP Methods

This section provides a comparative analysis of the DSP methods applied to both

bearing datasets and vehicle engine vibration datasets, integrating insights from the

previously discussed Ąltering and signal analysis methods. By evaluating the perfor-

mance, adaptability, and diagnostic accuracy of each technique, the analysis highlights

their efectiveness in addressing the complexities of engine vibration data and bearing

signals, particularly under diverse operational conditions. This comprehensive ap-

proach aims to identify the most suitable methods for diagnosing faults and enhancing

the reliability of vehicle systems.

4.6.1 Diagnostic Performance of Filter Design Approaches

In Sections 4.3 and 4.4, adaptive Ąlter optimization based on HSA and PSO algo-

rithms demonstrated signiĄcant improvements in the SNR for early-stage fault diag-

nosis in bearing datasets. SpeciĄcally, HSA-based BPF optimization, using kurtosis,

SK, and STFT-based SK as Ątness functions, efectively isolated early-stage fault fre-

quencies in bearing signals. This conĄguration provided adaptability by dynamically

adjusting to relevant frequency bands, an essential feature for detecting transient mis-

Ąre events in non-stationary environments.

The PSO algorithm, used with the CWT, further enhanced diagnostic precision by

Ąne-tuning the Asymmetric Real Laplace (ARL) wavelet parameters. This approach

yielded substantial SNR improvements, especially in low-SNR environments, allowing

critical fault components to emerge more clearly in the ES.

4.6.2 Diagnostic Performance of FFT, ES, and EMD Approaches

The diagnostic analysis in Section 4.5 employed FFT, ES, and EMD methods to

identify misĄre frequencies within the vehicle engine vibration dataset across varying

engine speeds and load conditions. This dataset, acquired using the cost-efective

ADXL1002 MEMS accelerometer interfaced with the BeagleBone Black, as described

in Chapter 2, served as the foundation for the analysis. The initial application of FFT

directly to the raw vibration data proved inefective for diagnosing misĄre frequencies

due to the presence of extraneous noise and non-stationary components. Similarly,

while ES applied to the raw vibration dataset successfully extracted fault frequencies
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associated with misĄre, it consistently revealed an unidentiĄed frequency at 50 Hz

across all signals, indicating the presence of external noise or interference.

To address this, EMD was applied to decompose the signal, isolating and removing

unwanted noise and artifacts. Subsequently, FFT was performed on the Ąrst-IMF

extracted by EMD, enabling the precise identiĄcation of fault frequencies associated

with engine misĄre. Each frequency-domain technique demonstrated unique strengths

in addressing various complexities of the vibration data, contributing signiĄcantly to

the accuracy and robustness of the misĄre detection process.

• FFT: As an initial frequency-domain tool, FFT provided a baseline view of

the engineŠs harmonic frequencies, which is useful for general vibration analysis.

However, FFT alone struggled with transient detection due to frequency overlap

and noise interference, particularly at higher engine speeds and under misĄre con-

ditions. Consequently, while FFT ofers quick frequency insights, its limitations

in handling transient signals make it less reliable for accurate misĄre detection

in isolation.

• ES: ES analysis excelled at identifying amplitude modulations linked to misĄre

events, efectively distinguishing fault frequencies even under noisy conditions.

ES revealed fault-speciĄc frequency peaks, such as 25 Hz at 1500 RPM, which

were obscured in the FFT results. This precision makes ES a valuable tool for

enhancing the clarity of misĄre-related frequencies, especially in the presence of

high noise levels. The ES was particularly efective for diagnostic applications

that require sensitivity to fault-induced amplitude Ćuctuations, as it provides a

focused spectral representation of these events.

• EMD: EMD demonstrated strong capabilities in isolating transient fault com-

ponents by decomposing the signal into IMFs, which represent oscillatory modes

across diferent frequency bands. This decomposition allowed for further FFT

analysis on individual IMFs, where the Ąrst-IMF consistently highlighted misĄre

frequencies that were masked in the raw data. For instance, the Ąrst-IMF of the

misĄre data at 1500 RPM clearly indicated the expected 25 Hz frequency with

associated harmonic structures, while subsequent IMFs captured other frequency

components related to normal operation. This ability to separate complex, over-

lapping frequencies makes EMD a powerful tool for identifying transient misĄre

events within engine vibration signals.

4.7 Conclusion

This chapter provided a comprehensive analysis of advanced DSP techniques for

fault diagnosis using both bearing datasets and vehicle engine misĄre datasets. By ap-

plying these methods to diverse and complex vibration signals, the study demonstrated
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their efectiveness in isolating fault-speciĄc features, whether related to bearing defects

or engine misĄres. The results emphasized the adaptability of DSP approaches in han-

dling noisy and intricate datasets, showcasing their potential to enhance diagnostic

accuracy and reliability across diferent fault scenarios. This dual focus highlights the

versatility of DSP tools in addressing a wide range of vehicle diagnostics challenges.

The investigation into Ąlter design underscored the eicacy of adaptive optimization

approaches, such as the HSA and PSO algorithms. These algorithms tailored Ąltering

parameters to dynamically target fault-related frequency bands, demonstrating supe-

rior SNR improvements over traditional methods. While HSA excelled in SK-based

conĄgurations for bearing fault analysis, PSO, in conjunction with the CWT, emerged

as a robust framework for transient fault detection. These methodologies are well-

suited for application in early-stage faults in bearing, where adaptability to varying

operational conditions is critical.

The chapter also evaluated signal analysis techniquesŮFFT, ES, and EMDŮto

diagnose engine misĄres across diferent speeds and loads. FFT provided an essential

baseline for frequency-domain insights but was inefective in isolating transient events.

ES efectively highlighted amplitude modulations, distinguishing misĄre frequencies

with remarkable clarity under noisy conditions. EMD, with its ability to decompose

non-stationary signals into IMFs, excelled at revealing transient fault components,

making it a powerful complement to FFT for detailed analysis.

In synthesizing these techniques, the chapter demonstrated the importance of inte-

grating multiple DSP methods to achieve comprehensive fault detection. The combi-

nation of adaptive Ąltering with advanced signal decomposition and spectral analysis

ofers a robust diagnostic framework, capable of addressing the complexities of real-

world vibration data. This holistic approach not only enhances the precision of misĄre

detection but also provides a scalable solution for broader fault diagnosis applications

in automotive engineering.



Chapter 5

ArtiĄcial Intelligence Methods for

Vehicle Diagnostics

5.1 Introduction

The development and integration of artiĄcial intelligence (AI) in the Ąeld of fault

diagnosis has transformed how complex mechanical systems are monitored, analyzed,

and maintained [31, 109, 110, 111, 112]. Traditional diagnostic methods, though efec-

tive in detecting various faults, often face limitations in processing large and complex

datasets and in adapting to varying operating conditions. In response to these limi-

tations, AI has emerged as a robust solution, enabling automated feature extraction,

precise pattern recognition, and adaptive learning, all of which enhance the fault diag-

nosis process. Among these emerging applications, fault diagnosis in internal combus-

tion (IC) engines, speciĄcally the detection of misĄre events through vibration signals,

has become a signiĄcant focus within the Ąeld.

MisĄre events in IC engines, characterized by an incomplete combustion cycle, lead

to engine ineiciency, increased emissions, and potential damage over time. Prompt and

accurate detection of these events is essential, particularly in the automotive industry,

where regulations around emissions and fuel eiciency are becoming increasingly strin-

gent. Vibration signals, which naturally arise from the mechanical components of an

engine, are a valuable source of information for diagnosing such faults [98, 96, 19, 113].

However, due to their complex and non-stationary nature, these signals require ad-

vanced signal processing and pattern recognition techniques to extract meaningful in-

formation about engine health [114, 115, 116, 117]. While traditional approaches rely

on expert-deĄned features from these signals, AI-based methods ofer the advantage of

automatically learning and extracting relevant features, making them highly suitable

for such a nuanced task [118, 119].

This chapter explores the application of Deep Convolutional Neural Networks (DCNN)

80
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and hybrid model of DCNN-Long Short-Term Memory (DCNN-LSTM) to diagnose en-

gine misĄre using vibration data, a complex and dynamic type of mechanical fault that

often eludes traditional diagnostic methods. DCNN is a powerful architecture and is

especially efective for image-like data due to its layered structure, which identiĄes

patterns hierarchically, from low-level features like edges to higher-level, more abstract

features [120, 121, 122, 123, 124]. In this study, both one-dimensional (1D) and two-

dimensional (2D) representations of vibration signals were used to fully leverage CNNŠs

capabilities in detecting misĄre signatures.

Furthermore, to improve diagnostic accuracy and capture temporal dependencies

in vibration data, a hybrid model combining DCNN and LSTM units was employed.

While CNNs excel in capturing spatial features in data, they lack the ability to learn

from sequences, which is where LSTMsŮdesigned to retain information over timeŮbecome

valuable. The DCNN-LSTM hybrid architecture thus combines the strengths of both

models, enabling the capture of both spatial and temporal patterns within vibration

signals. This hybrid model approach aligns well with the objective of this study: to

develop a reliable and robust diagnostic framework that can identify engine misĄres

with high accuracy, even under varied operating conditions. Moreover, hybrid models

are further improved using the multi-Kernel approach for both 1D and 2D datasets

that show the superiority over the hybrid models.

This chapter details the implementation of the AI methods for vehicle misĄre de-

tection. It begins with an overview of the AI techniques employed. This is followed by

a detailed discussion of the vehicle dataset and the preprocessing steps undertaken to

create 1D and 2D datasets. Next, the chapter elaborates on the DCNN model, includ-

ing its architecture and simulation results on 1D and 2D datasets. Subsequently, the

focus shifts to the DCNN-LSTM model, with explanations of its implementation and

simulation outcomes for 1D and 2D datasets. After that, multi-Kernel approach in inte-

grated with hybrid DCNN-LSTM models to further improve the diagnostic accuracy of

health conditions of vehicle engine. The discussion then moves to a comparative anal-

ysis of AI models, examining the performance of 1D versus 2D datasets and comparing

the results of DCNN, DCNN-LSTM, and multi-Kernel-DCNN-LSTM models. Finally,

the chapter concludes with an evaluation of the results, highlighting the advantages of

AI-based methods for diagnosing misĄres, addressing challenges and limitations, and

identifying potential areas for future research.

Some results concluded by the AI methods for fault diagnosis are published in

the following research papers: A Novel Approach to Vehicle Engine Misfire Detec-

tion with ADXL1002 Accelerometer using EMD Based Image Processing and DCNN-

LSTM Model, published in Vibration in Physical Systems and Comparison of ANN

and CNN models for misfire detection in vehicle engine at different RPMs with low-

cost ADXL1002 accelerometer, presented and published in the conference named 2024
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Signal Processing: Algorithms, Architectures, Arrangements, and Applications and Ad-

vanced Fault Diagnosis in Rotating Machines using 2D Grayscale Images with Improved

Deep Convolutional Neural Networks, presented and published in the conference named

2023 Signal Processing: Algorithms, Architectures, Arrangements, and Applications.

5.2 Overview of ArtiĄcial Intelligence Methods

AI methods have proven to be highly efective for diagnosing vehicle engine misĄres

by analyzing complex vibration signals. These methods utilize advanced algorithms to

identify patterns, anomalies, and features indicative of misĄres. Deep learning models,

such as DCNN and hybrid architectures like DCNN-LSTM, ofer exceptional capabili-

ties in extracting features and detecting faults directly from data. DCNNs are partic-

ularly adept at capturing spatial and frequency features from both 1D time-series data

and 2D grayscale images of vibration signals, while the LSTM component in hybrid

models enhances the ability to learn temporal dependencies and dynamic patterns. By

employing these advanced AI approaches with both 1D and 2D data, the accuracy and

reliability of vehicle misĄre diagnostics are signiĄcantly enhanced, ofering a robust

alternative to traditional diagnostic methods.

While AI methods such as DCNN and hybrid DCNN-LSTM ofer signiĄcant ad-

vancements in fault diagnosis, their application to vehicle misĄre detection presents

several challenges:

• Noise and Data Quality: AI models rely heavily on the quality and quan-

tity of training data. Vibration signals from vehicle misĄre datasets are often

contaminated with noise from various sources, including mechanical vibrations

from other components, engine idling, and environmental factors. These noise

elements can obscure fault-related features, making it challenging for models to

learn meaningful patterns, especially when the dataset lacks suicient diversity

or noise-robust preprocessing.

• Model Complexity and OverĄtting: Deep learning models like DCNN and

hybrid DCNN-LSTM are inherently complex and require large datasets to prevent

overĄtting. Limited availability of labeled misĄre data or imbalanced datasets

can lead to models that perform well during training but fail to generalize to

unseen data. Proper regularization, data augmentation, and careful tuning of

hyperparameters are necessary to address these issues.

• Interpretability and Explainability: Despite their accuracy, AI models of-

ten operate as black-box systems, making it diicult to interpret their decision-

making process. This lack of transparency can be a barrier in critical applications

like vehicle diagnostics, where understanding the root cause of misĄres is essential

for efective troubleshooting. Developing methods to enhance model explainabil-
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ity without compromising performance remains a challenge.

• Computational Demands: Training and deploying AI models, particularly

hybrid architectures, require signiĄcant computational resources. Real-time ap-

plications, such as in-vehicle diagnostics, demand lightweight and eicient models,

which can be challenging to achieve without sacriĄcing performance. Balancing

computational eiciency with diagnostic accuracy is an ongoing area of research.

5.3 Dataset and Preprocessing

This section provides a comprehensive overview of the vibration dataset recorded

from the vehicle engine using the ADXL1002 accelerometer. The details of the experi-

mental setup and recording conditions are given in Chapter 3. The preprocessing step

includes data cleaning using EMD, segmentation to prepare 1D time-domain dataset,

conversion of segmented data into 2D grayscale images, and visualization of segments

using t-distributed Stochastic Neighbor Embedding (t-SNE).

5.3.1 Vibration Dataset

As described in detail in Chapter 3, the data was recorded using a MEMS sensor,

the ADXL1002 accelerometer, integrated with the BeagleBone Black control system.

The ADXL1002 accelerometer was aixed to the vehicle engine using a magnetic con-

tact. This sensor facilitates the analysis of engine vibrations under various operational

conditions. A comprehensive study on the calibration of the ADXL1002 accelerometer

interfaced with the BeagleBone Black control system is documented in our previous

work [90].

The dataset comprises four entries, each representing a distinct engine condition.

The Ąrst entry corresponds to a healthy engine state. Subsequent samples depict in-

stances of engine misĄres occurring at diferent RPM levels: the second sample captures

a misĄre event at 1500 RPM, the third at 2500 RPM, and the fourth at an elevated

speed of 3000 RPM. Further details regarding the recorded misĄre dataset are provided

in Table 5.1.

Table 5.1: Description of the Vehicle Engine Vibration Dataset.

Sr. no. Health Condition RPM Frequency Data Points

1 Healthy Ű Ű 882400
2 MisĄre 1500 RPM 25 Hz 882400
3 MisĄre 2500 RPM 41.67 Hz 882400
4 MisĄre 3000 RPM 50 Hz 882400

This dataset, characterized by its high granularity, allows for a thorough exami-
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nation of the accelerometerŠs sensitivity to variations in engine conditions. It is an

invaluable resource for identifying the subtle vibrational nuances associated with both

healthy and misĄring states at diferent RPM levels.

5.3.2 Preprocessing

Preprocessing the vibration dataset for misĄre diagnosis in vehicle engines involves

addressing unwanted signals and external noises inherent in the complex engine struc-

ture. The presence of resonance frequencies from various components adds complexity,

making misĄre condition diagnosis challenging. To tackle this, dataset cleaning is es-

sential. Figure 5.1 depicts the block diagram of the preprocessing steps detailed in this

section.

Figure 5.1: Block diagram for preprocessing steps.

In this approach, EMD is a crucial step. EMD is a signal processing technique that

breaks down complex vibration signals into simpler components called IMFs [125, 126].

Each IMF captures a diferent frequency component of the original signal, helping to

isolate and analyze the relevant information. Figure 5.2 visually presents the Ąrst-

IMF associated with each health condition of the vehicle engine. Each vibration signal

comprises 882400 sampled data points, recorded over a duration of 10 seconds with a

sampling frequency of 88240 Hz. The Ąrst IMF, extracted from each vibration signal,

is extremely signiĄcant. It represents the most dominant and fundamental frequency

components of the signal. This step enables the essential features associated with

misĄre conditions.

The dataset was then segmented using a window length of 4096 data points and a

stride of 2000 data points to create overlapping segments. Subsequently, the segmented

dataset was randomized to ensure unbiased processing in subsequent stages. Figure

5.3 presents a selection of random signals from the segmented and shuled dataset,

illustrating the diversity and complexity of the recorded vibration patterns.

Subsequently, the dataset was transformed into 2D grayscale images. Appendix D

provides a detailed explanation of the entire process of transforming 1D time-domain

data into 2D grayscale images. Figure 5.4 displays a random selection of these 2D

grayscale images, which were generated through the preprocessing steps for various

health conditions of the vehicle engine. Converting the vibration data into visual

representations allows the model to efectively learn and identify patterns associated
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Figure 5.2: First-IMF associated with each health condition of the vehicle engine: a)
healthy condition, b) misĄre condition at 1500 RPM, c) misĄre condition at 2500 ROM,
and d) misĄre condition at 3000 RPM.

Figure 5.3: Random 1D vibration signals after segmentation and shuling with a win-
dow length of 4096 samples.

Figure 5.4: Random 2D grayscale images after segmentation and shuling with a win-
dow length of 4096 samples.

with misĄre conditions at diferent RPM levels, thereby enhancing the accuracy and

robustness of the diagnostic process.
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Figure 5.5: t-SNE visualization of vibration data before training.

Before training our dataset using the DCNN or hybrid DCNN-LSTM models, we

performed t-SNE to visualize the high-dimensional vibration data obtained from the

ADXL1002 accelerometer as illustrated in Figure 5.5. t-SNE is a dimensionality reduc-

tion technique that allows us to visualize complex datasets in lower dimensions while

preserving local structure, as detailed in Appendix E. In the t-SNE plot, each data

point represents a sample from our dataset, and similar samples are grouped together

in clusters. This visualization provides insights into the intrinsic structure of the data

and can help identify potential patterns or clusters before model training.

While the t-SNE visualization efectively captures the overall structure of the vibra-

tion data, it does not distinctly separate the diferent health conditions of the vehicle

engine. Despite the clustering of data points, there is considerable overlap between

samples corresponding to diferent engine conditions. This indicates that the inherent

features extracted by t-SNE alone are insuicient for discerning among the various

health states of the engine. Therefore, it underscores the need for a more sophisticated

model, such as the proposed DCNN and hybrid DCNN-LSTM architectures for 1D

and 2D datasets, which can efectively extract and utilize both spatial and temporal

features for accurate health diagnostics.

5.4 DCNN Models for Vehicle Diagnostics

To develop a robust misĄre detection framework, this research applied and com-

pared multiple deep learning architectures using both 1D and 2D representations of

vibration data to diagnose the vehicle engine misĄre. In this section, DCNN architec-

tures are presented for 1D and 2D datasets as shown in Figure 5.6.
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Figure 5.6: Proposed models for misĄre diagnosis in vehicle engine.

5.4.1 Implementation of DCNN Models

The DCNN architecture was applied to both 1D and 2D representations of the vibra-

tion signals, with the primary structural parameters maintained across both formats.

In the 1D conĄguration, the DCNN model processed the vibration data directly as a

1D time-series signal, capturing essential features through convolutional and pooling

layers. This approach leverages DCNNŠs spatial Ąltering capabilities to detect temporal

features in the 1D signal that may indicate misĄre conditions. The 2D conĄguration, in

contrast, utilized transformed vibration signals represented allowing DCNN to exploit

spatial features from the grayscale images.

Figure 5.7: Proposed 2D DCNN model for misĄre diagnosis in vehicle engine.

Figure 5.7 illustrates the block diagram of the 2D DCNN model used in this chapter.

This model is composed of three convolution layers, two MaxPooling layers, one Ćatten

layer, and two fully connected dense layers. The detailed architecture of the 2D DCNN

model is given in Table 5.2.

This architecture is composed of several distinct layers, each designed to perform
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Table 5.2: 2D DCNN Model.

Layer (Type) Kernel Size Output Shape No. of Parameters

Input Layer - (None, 64, 64, 1) 0
Conv2D 6×6 (None, 59, 59, 32) 1184
MaxPooling2D - (None, 19, 19, 32) 0
Conv2D 6×6 (None, 14, 14, 40) 46120
MaxPooling2D - (None, 7, 7, 40) 0
Conv2D 4×4 (None, 4, 4, 80) 51280
Flatten - (None, 1280) 0
Dense - (None, 400) 512400
Dense - (None, 100) 40100
Dense - (None, 4) 404

speciĄc functions in the feature extraction and classiĄcation process. The input shape

is 64×64, after that the Ąrst layer, Conv2D, has an output shape of (None, 59, 59, 32)

and contains 32 Ąlters with a 6×6 kernel size. This layer performs the initial feature

extraction by convolving the input data with the Ąlters, resulting in 1184 trainable pa-

rameters. The second layer, MaxPooling2D, then down-samples the spatial dimensions

of the feature map to (None, 19, 19, 32) using a 3×3 pool size. This layer helps in

reducing the dimensionality of the data while retaining the most signiĄcant features.

Following this, the another Conv2D layer reduces the output shape to (None, 14, 14,

40) with 40 Ąlters, also utilizing a 6×6 kernel size. This layer further reĄnes the feature

map produced by the previous layer, with a total of 46120 trainable parameters. Fourth

layer, MaxPooling2D, further down-samples the spatial dimensions of the feature map

to (None, 7, 7, 40) using a 2×2 pool size. Fifth layer, Conv2D, has an output shape of

(None, 4, 4, 80), contains 80 Ąlters with a 4×4 kernel size.

Next, the Flatten layer converts the 3D tensor output from the previous layer

into a 1D vector with a shape of (None, 1280). This step is crucial for transitioning

from the convolution layers to the fully connected layers. The Ąrst fully connected

(Dense) layer follows with 400 units and second with 100 units. These layers applies

non-linear transformations to the input data, enabling the network to learn complex

representations.

The Ąnal Dense layer consists of 4 units, corresponding to the four distinct health

states of the vehicle engine: healthy, misĄre at 1500 RPM, 2500 RPM, or 3000 RPM.

This layer, with 404 trainable parameters, uses a softmax activation function to out-

put the classiĄcation probabilities for each health state. This detailed architecture of

the 2D DCNN model showcases its capacity for sophisticated feature extraction and

classiĄcation.
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Algorithm 4: 2D DCNN Model for Vehicle Diagnostics
Input : Preprocessed vibration signal data, Grayscale images constructed

from 1D time-domain vibration signals,

Input shape (height,width, 1), Number of classes (4), Batch size

(16), Number of epochs (50)

Output: Trained DCNN model and visualizing health conditions

1 // Define the DCNN model architecture

2 Layer 1: Convolutional Layer

3 • Input shape: (height× width× 1)

4 • Filters: 32; Kernel size: (6× 6); Activation: ReLU

5 Layer 2: Max-Pooling Layer

6 • Pool size: (3× 3)

7 Layer 3: Convolutional Layer

8 • Filters: 40; Kernel size: (6× 6); Activation: ReLU

9 Layer 4: Max-Pooling Layer

10 • Pool size: (2× 2)

11 Layer 5: Convolutional Layer

12 • Filters: 80; Kernel size: (4× 4); Activation: ReLU

13 Layer 6: Flatten Layer

14 Convert 2D feature maps into a 1D feature vector

15 Layer 7: Fully Connected Dense Layer

16 • Neurons: 400; Activation: ReLU

17 Layer 8: Fully Connected Dense Layer

18 • Neurons: 100; Activation: ReLU

19 Layer 9: Output Dense Layer

20 • Output Neurons: 4

21 • Activation: Softmax (for classiĄcation into 4 health conditions)

22 // Compile the model

23 • Loss function: categorical crossentropy

24 • Optimizer: Adam; Metric: Accuracy

25 // Train the model

26 • Train using the training dataset

27 • Batch size: 16; Number of epochs: 50

28 • Validate using validation dataset

29 // Evaluate the model and visualize results

30 Evaluate model on test dataset

31 Compute and plot confusion matrix for:

32 - Healthy condition

33 - MisĄre at 1500 rpm

34 - MisĄre at 2500 rpm

35 - MisĄre at 3000 rpm
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The pseudocode for 2D DCNN is given in the Algorithm 4. This allows for a

comprehensive analysis of each modelŠs capability in identifying subtle fault-related

patterns within both data formats.

By using the same model structure for both 1D and 2D data, this approach en-

ables a direct comparison of the DCNNŠs performance across diferent data formats,

revealing insights into the strengths and limitations of each input representation. For

1D DCNN model, the corresponding model format was updated using 1D convolution

and MaxPooling layers.

5.4.2 Simulation Results for 1D and 2D Datasets

The diagnostic performance of the DCNN model was evaluated on both 1D and 2D

representations of vibration data. By keeping model parameters consistent across both

data formats, this analysis provides insights into the efectiveness of each model archi-

tecture in capturing misĄre-related features from diferent representations of vibration

signals. The results were evaluated using key metrics, including accuracy, sensitivity,

and speciĄcity.

The proposed methodology was implemented using Python 3.8.5 and Anaconda3

on a Windows 10 operating system, running on an Intel(R) Core(TM) i5-8250U CPU

1.60GHz 1.80 GHz, x64-based processor. A detailed exposition of the results is provided

in the subsequent content.

After segmentation and shuling, the dataset was divided into training data and

validation data of 70% and 30%, respectively. The DCNN model was trained and

validated using the 10 independent runs to verify the consistency of the model, with

each run of 50 epochs. These training accuracy, validation accuracy, training loss, and

validation loss for 10 independent runs with 50 epoch each are shown in Appendix F.

Figure 5.8 represents the training and validation accuracies for 1D DCNN model,

whereas Figure 5.9 shows the training and validation accuracies for 2D DCNN model.

Furthermore, Table 5.3 presents a summary of the best model accuracy (maximum

accuracy), worst model accuracy (minimum accuracy), average accuracy across all 10

independent runs, and the corresponding standard deviation (SD) for both 1D and 2D

datasets using the multi-Kernel-DCNN-LSTM model. This statistical analysis provides

insights into the modelŠs performance consistency, reliability, and variability across

Table 5.3: Evaluation of Maximum, Minimum, Average Accuracy, and Standard Devi-
ation Across 10 Runs for DCNN models.

Dataset Max. Accuracy(%) Min. Accuracy(%) Ave. Accuracy(%) SD(%)

1D 92.99 90.53 92.01 0.79
2D 97.92 97.35 97.61 0.17
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Figure 5.8: Training and validation accuracies over 10 independent runs of 1D DCNN
model.

Figure 5.9: Training and validation accuracies over 10 independent runs of 2D DCNN
model.

diferent data representations.

Table 5.3 shows that the average accuracy for 1D dataset is 92.01% whereas for 2D

dataset, it is 97.61% with SD of 0.79% and 0.17% for 1D and 2D datasets, respectively.

In addition to that, Figure 5.10a displays the training and validation accuracies of the

best 1D DCNN model, showing a training accuracy of 100% and a validation accuracy

of 92.99%. Similarly, Figure 5.10b illustrates the training and validation accuracies

of the best 2D DCNN model, the training accuracy is 100% and validation accuracy

achieve 97.92%.

Additionally, Figure 5.11a illustrates the confusion matrix for the 1D DCNN models,

indicating a robust performance. Healthy signals are predicted with 98% accuracy,

while misĄres at 1500 RPM, 2500 RPM, and 3000 RPM are predicted with accuracies

of 82%, 98%, and 95%, respectively. Moreover, the confusion matrix in Figure 5.11b
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Figure 5.10: Best training accuracy and validation accuracy for: a) 1D DCNN model,
b) 2D DCNN model.

Table 5.4: Performance Results for 1D and 2D DCNN Models.

Models Health Condition Accuracy Sensitivity SpeciĄcity BA GM

Healthy Signal 98.39 98.46 98.37 98.41 98.41
1D MisĄre: 1500RPM 93.32 81.82 97.16 89.49 89.16
DCNN MisĄre: 2500RPM 98.69 97.56 99.07 98.31 98.31

MisĄre: 3000RPM 96.24 95.45 96.50 95.98 95.98

Healthy Signal 99.40 98.37 99.74 99.06 99.06
2D MisĄre: 1500RPM 97.87 96.15 98.44 97.30 97.29
DCNN MisĄre: 2500RPM 98.47 96.95 98.97 97.96 97.96

MisĄre: 3000RPM 100 100 100 100 100

outlines the performance of the 2D DCNN model. Healthy signals are predicted with

98% accuracy, while misĄres at 1500 RPM, 2500 RPM, and 3000 RPM are predicted

with accuracies of 96%, 97%, and 100%, respectively. These results highlight the

varying performance of the diferent models in accurately diagnosing engine misĄres

across diferent RPM levels. These results showcase the efectiveness of our model in

accurately classifying diferent engine conditions based on vibration data.

Following the accuracy assessments, Figure 5.12a&b provides a t-SNE representa-

tion of the feature embeddings generated by the 2D DCNN, and 1D DCNN models.

This visualization ofers insights into the distribution and clustering of the extracted

features within the high-dimensional space, as detailed in Appendix E. By examining

the proximity of data points in the t-SNE plot, we can discern patterns and relation-

ships between diferent engine conditions, further elucidating the modelsŠ discriminative

capabilities in capturing subtle variations associated with healthy and misĄring states

across various RPM levels.

Moreover, in Table 5.4 a detailed analysis of the conclusive performance results

attained by DCNN model is presented. The evaluation involved implementing the pro-
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Figure 5.11: Confusion matrices representing true fault versus predicted fault for engine
misĄre at diferent RPMs: a) 1D DCNN model, and b) 2D DCNN model.

Figure 5.12: t-SNE visualization of vibration data after training; a) 1D DCNN model,
and b) 2D DCNN model.

posed 1D and 2D DCNN architectures on test sets speciĄcally tailored for the misĄre

dataset, as expounded in Table 5.1. To assess the systemŠs eicacy comprehensively,

we considered multiple performance indicators. First, the accuracy metric gauges the

overall correctness of our systemŠs predictions, indicating the proportion of accurately

identiĄed instances. Sensitivity, or true positive rate, measures the systemŠs adept-

ness at correctly identifying positive instances among all actual positive instances.

SpeciĄcity assesses the systemŠs precision in identifying negative instances among all
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actual negative instances. The Balanced Accuracy (BA) metric provides a nuanced

evaluation, considering both sensitivity and speciĄcity to ensure a balanced assessment

across diferent classes or outcomes. Additionally, the Geometric Mean (GM), derived

as the square root of the product of sensitivity and speciĄcity, ofers a holistic measure

of overall classiĄcation performance, particularly in scenarios with class imbalances.

These metrics were computed through speciĄc formulas or algorithms given in the

following equations, showcasing the systemŠs proĄciency across various dimensions of

classiĄcation accuracy and efectiveness. Following equations are used to compute the

performance results.

Accuracy (%) =
TP + TN

TP + TN + FP + FN
× 100 (5.1)

Sensitivity (%) =
TP

TP + FN
× 100 (5.2)

Specificity (%) =
TN

TN + FP
× 100 (5.3)

BA (%) =
1
2

(
TP

TP + FN
+

TN

TN + FP

)
× 100 (5.4)

GM (%) =

√
TP

TP + FN
× TN

TN + FP
× 100 (5.5)

To determine true positives (TP), false positives (FP), true negatives (TN), and

false negatives (FN) for a dataset featuring classes such as healthy signals, misĄre at

1500RPM, misĄre at 2500RPM, and misĄre at 3000RPM, a comparison must be made

between the modelŠs predictions and the actual class labels. True positives occur when

the model accurately predicts positive cases for each class, like correctly identifying

misĄre at 1500RPM. Conversely, false positives arise when the model incorrectly pre-

dicts positive cases, such as misidentifying a healthy signal as misĄre at 1500RPM.

True negatives represent instances where the model correctly predicts negative cases,

like identifying a healthy signal as not a misĄre at 1500RPM. On the other hand, false

negatives occur when the model incorrectly predicts negative cases, such as misidenti-

fying misĄre at 1500RPM as a healthy signal. These numerical values are subsequently

employed in calculating metrics like precision, recall, and accuracy, contributing to a

more comprehensive evaluation of the modelŠs performance for each class.

Figure 5.13 presents a bar graph illustrating the accuracies reported in Table 5.4 for

the 1D DCNN model, ofering a visual representation of its performance in diagnosing

engine misĄres. Similarly, Figure 5.14 depicts a bar graph showcasing the accuracies

from Table 5.4 for the 2D DCNN model. These bar graphs serve as visual aids for
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comparing the performance of each model variant, providing a concise overview of

their respective accuracies in detecting engine misĄres across diferent RPM levels.

Through these graphical representations, researchers and practitioners can easily assess

and compare the diagnostic capabilities of each model, facilitating informed decision-

making in the implementation of engine health monitoring systems.

Figure 5.13: Performance results of 1D DCNN model using vehicle misĄre vibration
dataset recorded using ADXL1002 accelerometer.

Figure 5.14: Performance results of 2D DCNN model using vehicle misĄre vibration
dataset recorded using ADXL1002 accelerometer.

5.5 DCNN-LSTM Models for Vehicle Diagnostics

To enhance the accuracy of misĄre detection, this research extended the deep learn-

ing framework by integrating LSTM layers into the DCNN architectures. This hybrid

DCNN-LSTM model leverages both spatial and temporal features of the vibration data

to diagnose vehicle engine misĄres more efectively. The detailed architecture of the

DCNN-LSTM model is presented in this section.
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5.5.1 Implementation of DCNN-LSTM Models

To further enhance fault diagnosis, DCNN-LSTM models were applied to both 1D

and 2D representations of vibration signals. The DCNN component allows for deeper

feature extraction from the input data, capturing complex diagnostic features that

might otherwise be missed in shallow architectures. By incorporating LSTM layers,

the DCNN-LSTM model integrates temporal modeling capabilities, making it well-

suited to detect misĄre events that exhibit sequential patterns over time.

The structure of the DCNN-LSTM model for 2D inputs is outlined in Figure 5.15.

This model architecture begins with convolution layers that capture critical spatial

and temporal patterns in the data, followed by LSTM layers that identify long-term

dependencies associated with engine misĄre.

Figure 5.15: Proposed 2D DCNN-LSTM model for misĄre diagnosis in vehicle engine.

The DCNN-LSTM model designed for health diagnostics of vehicle engines, leverag-

ing data from the low-cost ADXL1002 accelerometer, comprises a sequence of distinct

layers tailored for comprehensive feature extraction and temporal modeling. In the hy-

brid DCNN-LSTM model, the convolutional layers in the DCNN architecture preserve

the input and output dimensions by employing padding=’same’. The kernel sizes and

other parameters remain consistent with those used in the DCNN model implemented

in the previous section. Following the convolutional layers, a Flatten layer reshapes

the feature maps into a one-dimensional vector, enabling a smooth transition to the

Dense layer, which applies non-linear transformations with 128 units. Subsequently, a

Reshape layer prepares the data for LSTM processing by converting the output into

an appropriate three-dimensional tensor format.

Integration of LSTM layers is a distinctive feature of the proposed model. The
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input is reshaped for compatibility with the sequential nature of LSTM, followed by

two LSTM layers with 64 and 32 units, respectively. These layers enable the model

to capture temporal dependencies and long-term patterns within the vibration signals.

LSTM Layer with 64 units captures temporal dependencies, complemented by LSTM

Layer with 32 units for enhanced temporal modeling. Flatten Layer condenses the

output for Ąnal processing in Dense Layer, producing a (None, 4) output shape repre-

senting the distinct health states of the vehicle engine. This Ąnal dense layer, activated

by softmax, outputs probabilities across the speciĄed number of classes (number classes

= 4), representing diferent engine conditions (1500 RPM, 2500 RPM, 3000 RPM, and

a healthy signal). This meticulously crafted architecture synergizes convolutional and

LSTM layers to yield accurate health diagnostics, crucial for maintenance and perfor-

mance optimization. The model is compiled using categorical cross-entropy as the loss

function, Adam optimizer for parameter optimization, and accuracy as the evaluation

metric. Table (5.5) illustrates the overall proposed model described above.

Table 5.5: 2D DCNN-LSTM Model.

Layer (Type) Kernel Size Output Shape No. of Parameters

Input Layer - (None, 64, 64, 1) 0
Conv2D 6×6 (None, 64, 64, 32) 1184
MaxPooling2D - (None, 21, 21, 32) 0
Conv2D 6×6 (None, 21, 21, 40) 46120
MaxPooling2D - (None, 10, 10, 40) 0
Conv2D 4×4 (None, 10, 10, 80) 51280
Flatten - (None, 8000) 0
Dense - (None, 128) 1024128
Reshape - (None, 1, 128) 0
LSTM - (None, 1, 64) 49408
LSTM - (None, 32) 12416
Flatten - (None, 32) 0
Dense - (None, 4) 132

The proposed 2D DCNN-LSTM model for health diagnostics of vehicle engines is

depicted in Figure 5.15. The architecture comprises a sequence of distinct layers, each

meticulously tailored to process and extract meaningful insights from the vibration

data acquired through the low-cost ADXL1002 accelerometer. This comprehensive 2D

DCNN-LSTM architecture enables our model to efectively learn from the vibration

data and make accurate predictions regarding misĄre conditions across diferent en-

gine speeds, ultimately enhancing the diagnostic capabilities in vehicle engine health

monitoring. The pseudocode for 2D DCNN-LSTM model is given in the Algorithm 5.
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Algorithm 5: 2D DCNN-LSTM Model for Vehicle Diagnostics
Input : Preprocessed vibration signal data, Grayscale images constructed

from 1D time-domain vibration signals, input shape

(height, width, 1), number of classes (4), batch size (16), number of

epochs (50)

Output: Trained DCNN-LSTM layers, and visualizing health conditions

1 // Add DCNN layers

2 Add a 2D convolutional layer with:

3 • Input shape: (height, width, 1)

4 • Filters: 32; Kernel size: (6× 6); Activation: ReLU;

5 Add a max-pooling layer with: Pool size: (3× 3);

6 Add another 2D convolutional layer with:

7 • Filters: 40; Kernel size: (6× 6); Activation: ReLU;

8 Add a max-pooling layer with: Pool size: (2× 2);

9 Add another 2D convolutional layer with:

10 • Filters: 80; Kernel size: (4× 4); Activation: ReLU;

11 Flatten layer to convert 2D feature maps into a 1D feature vector;

12 Add a fully connected dense layer with: Neurons: 128; Activation: ReLU

13 // Reshape output to fit the LSTM input

14 Reshape the output to shape (1× 128) for LSTM input

15 // Add LSTM layers

16 Add the Ąrst LSTM layer with: Units: 64; Return sequences: True

17 Add the second LSTM layer with: Units: 32; Return sequences: False

18 Flatten the output from the LSTM layers

19 Add a fully connected output layer with: Neurons: 4; Activation: Softmax

20 // Compile the model

21 Compile the model using:

22 • Loss function: categorical crossentropy

23 • Optimizer: Adam; Metric: accuracy

24 // Train the model

25 • Train using the training dataset

26 • Batch size: 16; Number of epochs: 50

27 • Validate using validation dataset

28 // Evaluate the model and visualize results

29 Evaluate model on validation dataset

30 Compute and plot confusion matrix for:

31 - Healthy condition

32 - MisĄre at 1500 rpm

33 - MisĄre at 2500 rpm

34 - MisĄre at 3000 rpm
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Following this, a 1D DCNN-LSTM model is also developed to serve as a comparative

baseline. The 1D DCNN-LSTM model retains the same number of layers as the 2D

variant. However, the primary diference lies in the input shape and the nature of the

convolutional and max pooling layers, which are adapted to 1D operations. SpeciĄcally,

the input data for the 1D DCNN-LSTM model is the sequential vibration data, and

both the convolutional layers and max pooling layers operate in one dimension. This

comparison allows us to evaluate the impact of using 1D versus 2D representations of

the vibration data on the modelŠs performance in diagnosing engine misĄres.

5.5.2 Simulation Results for 1D and 2D Datasets

This section delineates the Ąndings obtained from the experimental analysis con-

ducted on the vehicle vibration dataset using 1D and 2D DCNN-LSTM models. As

described earlier, prior to applying the proposed 1D and 2D DCNN-LSTM models,

we performed preprocessing to clean the dataset from undesired signals and external

noises stemming from the intricate dynamics of the vehicle engine. Once the vibration

data underwent cleaning, it was transformed into 2D grayscale images to serve as input

for the proposed 2D DCNN-LSTM model. The 1D DCNN-LSTM model retained the

same layer structure as the 2D DCNN-LSTM model but processed the sequential 1D

vibration data directly whereas 2D DCNN-LSTM model utilized 2D grayscale images.

The DCNN-LSTM model was trained and validated using 10 independent runs to

verify the consistency of the model with each run of 50 epochs. For each run, Fig-

ure 5.16 illustrates the training and validation accuracies of 1D DCNN-LSTM model

and Figure 5.17 represents the training and validation accuracies of 2D DCNN-LSTM

model. Among the 10 independent runs, the best model training accuracy and valida-

tion accuracy for 1D DCNN-LSTM model is displayed for 50 epochs in Figure 5.18a;

Figure 5.16: Training and validation accuracies over 10 independent runs of 1D DCNN-
LSTM model.
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Figure 5.17: Training and validation accuracies over 10 independent runs of 2D DCNN-
LSTM model.

Figure 5.18: Best training accuracy and validation accuracy for: a) 1D DCNN-LSTM
model, b) 2D DCNN-LSTM model.

Table 5.6: Evaluation of Maximum, Minimum, Average Accuracy, and Standard Devi-
ation Across 10 Runs for DCNN-LSTM models.

Dataset Max. Accuracy Min. Accuracy Ave. Accuracy SD

1D 95.83 93.18 94.70 0.79
2D 98.67 97.16 97.95 0.52

showcasing a training accuracy of 100% and a commendable validation accuracy of

95.83%. Similarly, Figure 5.18b depicts the training accuracy and validation accuracy

of the best 2D DCNN-LSTM model among 10 independent runs, where the training

accuracy also achieves 100%, with the validation accuracy at 98.67%.

The average validation accuracy of 10 independent runs for 1D and 2D DCNN-

LSTM models are 94.70% and 97.95%, respectively. In addition to that average ac-

curacy, the minimum accuracy for worst 1D DCNN-LSTM model is 93.18% and for
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Figure 5.19: Confusion matrices representing true fault versus predicted fault for engine
misĄre at diferent RPMs: a) 1D DCNN-LSTM model, b) 2D DCNN-LSTM model.

Figure 5.20: t-SNE visualization of vibration data after training; a) 1D DCNN-LSTM
model, b) 2D DCNN-LSTM model.

2D DCNN-LSTM model, the accuracy is 97.16%. Table 5.6 shows the best accuracy,

worst accuracy, average accuracy, and SD for both 1D and 2D DCNN-LSTM models.

Additionally, Figure 5.19 presents the confusion matrices for the best DCNN-LSTM

models, providing a visual representation of the accuracy for each class. According to

the confusion matrices depicted in Figure 5.19a, the proposed 1D DCNN-LSTM model

demonstrates high prediction accuracy across diferent engine conditions. SpeciĄcally,

healthy signals are predicted with 99% accuracy, while misĄres occurring at 1500 RPM,
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2500 RPM, and 3000 RPM are predicted with 92%, 98%, and 94% accuracy, respec-

tively. Similarly, the confusion matrix presented in Figure 5.19b outlines the perfor-

mance of the best 2D DCNN-LSTM model. Healthy signals are predicted with 98%

accuracy, while misĄres at 1500 RPM, 2500 RPM, and 3000 RPM are predicted with

accuracies of 99%, 98%, and 100%, respectively.

Following the accuracy assessments, Figure 5.20 provides a t-SNE representation

of the feature embeddings generated by the 1D DCNN-LSTM and 2D DCNN-LSTM

models. This visualization ofers insights into the distribution and clustering of the

extracted features within the high-dimensional space, as detailed in Appendix E. By

examining the proximity of data points in the t-SNE plot, we can discern patterns

and relationships between diferent engine conditions, further elucidating the modelsŠ

discriminative capabilities in capturing subtle variations associated with healthy and

misĄring states across various RPM levels.

Table 5.7: Performance Results for 1D and 2D DCNN-LSTM Models.

Models Health Condition Accuracy Sensitivity SpeciĄcity BA GM

Healthy Signal 99.80 99.22 100 99.61 99.61
1D MisĄre: 1500RPM 95.88 91.97 97.19 94.58 94.54
DCNN-LSTM MisĄre: 2500RPM 99.26 98.50 99.51 99.00 99.00

MisĄre: 3000RPM 96.82 93.85 97.81 95.83 95.81

Healthy Signal 99.45 97.81 100 98.91 98.90
2D MisĄre: 1500RPM 98.70 99.25 98.51 98.88 98.88
DCNN-LSTM MisĄre: 2500RPM 99.24 97.73 99.75 98.74 98.73

MisĄre: 3000RPM 100 100 100 100 100

Table 5.7 presents the performance evaluation of 1D and 2D DCNN-LSTM models

across diferent health conditions, including healthy signals and misĄre events at various

engine speeds. Overall, both models exhibit high classiĄcation accuracy, sensitivity,

speciĄcity, BA, and GM, demonstrating their efectiveness in diagnosing vehicle misĄre

conditions. The 2D DCNN-LSTM model outperforms the 1D variant in most cases,

particularly in misĄre detection at 1500 RPM and 3000 RPM, where it achieves superior

sensitivity and speciĄcity. Notably, the 2D DCNN-LSTM model attains a perfect

score of 100% across all metrics for the misĄre condition at 3000 RPM, indicating

its robustness in handling higher-speed misĄre detection. While the 1D model also

performs well, with accuracy exceeding 95% for all cases, its sensitivity is relatively

lower for misĄre conditions at 1500 RPM and 3000 RPM compared to the 2D model.

These results suggest that leveraging two-dimensional representations enhances feature

extraction capabilities, leading to improved fault diagnosis performance, particularly

in challenging conditions. This Ćawless performance underscores the modelŠs ability to

efectively identify engine abnormalities across a wide range of operational conditions,
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providing automotive engineers and technicians with a reliable tool for engine health

monitoring and maintenance.

The performance across diferent classes reairms the modelŠs suitability for real-

world applications, where accurate and robust diagnostic capabilities are paramount

for ensuring vehicle safety and performance. Moreover, the results highlight the efec-

tiveness of incorporating both spatial and temporal information, as demonstrated by

the DCNN-LSTM models, particularly the 2D DCNN-LSTM model, which leverages

2D grayscale images of vibration data for enhanced feature extraction and temporal

modeling, leading to exceptional diagnostic accuracy in detecting engine misĄres.

Figure 5.21 presents a bar graph illustrating the accuracies reported in Table 5.7 for

the 1D DCNN model, ofering a visual representation of its performance in diagnosing

engine misĄres. Similarly, Figure 5.22 displays a bar graph presenting the accuracies

detailed in Table 5.7 for the 2D DCNN-LSTM model. These bar graphs serve as visual

aids for comparing the performance of each model variant, providing a concise overview

of their respective accuracies in detecting engine misĄres across diferent RPM levels.

Figure 5.21: Performance results of 1D DCNN-LSTM model using vehicle misĄre vi-
bration dataset recorded using ADXL1002 accelerometer.

Figure 5.22: Performance results of 2D CNN-LSTM model using vehicle misĄre vibra-
tion dataset recorded using ADXL1002 accelerometer.
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Through these graphical representations, researchers and practitioners can easily assess

and compare the diagnostic capabilities of each model, facilitating informed decision-

making in the implementation of engine health monitoring systems.

5.6 multi-Kernel-DCNN-LSTM Models for Vehicle

Diagnostic

From the previous section, we have seen that hybrid DCNN-LSTM models for 1D

and 2D datasets enhance the diagnostic performance for vehicle engine misĄre. In

this section, the hybrid models for 1D and 2D datasets are further improved using the

multi-Kernel approach. The detailed model implementation and simulation results are

given bellow.

5.6.1 Implementation of multi-Kernel-DCNN-LSTM Models

To improve the performance of the hybrid DCNN-LSTM models for 1D and 2D

datasets, multi-Kernel approach is implemented in this section. The DCNN layers are

divided into two heads as shown in Figure 5.23. This Ągure illustrates the block diagram

Figure 5.23: Proposed multi-Kernel-2D-DCNN-LSTM model for misĄre diagnosis in
vehicle engine.
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of the proposed multi-Kernel-DCNN-LSTM model. Multi-Kernel-DCNN-LSTM model

retains the same architecture as the hybrid DCNN-LSTM model but introduces two

parallel DCNN blocks with diferent kernel sizes. Despite the variation in kernel sizes,

both DCNN blocks share identical convolutional and max-pooling layer conĄgurations.

The outputs from these DCNN layers are concatenated for further processing. The

subsequent LSTM layers in the multi-Kernel-DCNN-LSTM model remain unchanged

from those in the hybrid DCNN-LSTM model, ensuring consistency in temporal feature

extraction.

5.6.2 Simulation Results for 1D and 2D Datasets

After segmentation and shuling, the dataset was divided into training data and val-

idation data of 70% and 30%, respectively. The proposed multi-Kernel-DCNN-LSTM

Figure 5.24: Training and validation accuracies over 10 independent runs for 1D
dataset.

Figure 5.25: Training and validation accuracies over 10 independent runs for 2D
dataset.
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model was trained for 10 independent runs, with each run consisting of 50 training

epochs. The training accuracy, validation accuracy, training loss, and validation loss

for 10 independent runs with 50 epoch each are shown in Appendix F. This approach

ensures robustness by evaluating the modelŠs performance across multiple training it-

erations, mitigating the efects of stochastic variations in weight initialization and opti-

mization. Figure 5.24 illustrates the training and validation accuracies for 1D dataset,

whereas Figure 5.25 shows the training and validation accuracies for 2D grayscale

images. Furthermore, Table 5.8 presents a summary of the best model accuracy (max-

imum accuracy), worst model accuracy (minimum accuracy), average accuracy across

all 10 independent runs, and the corresponding SD for both 1D and 2D datasets using

the multi-Kernel-DCNN-LSTM model. This statistical analysis provides insights into

the modelŠs performance consistency, reliability, and variability across diferent data

representations.

Table 5.8 shows that the maximum accuracy for 1D dataset is 97.73% whereas for

2D dataset, it is 99.62%. Figure 5.26a displays the training and validation accuracies

of the 1D multi-Kernel-DCNN-LSTM model, showing a training accuracy of 100%

and a validation accuracy of 97.73%. Similarly, Figure 5.26b illustrates the training

and validation accuracies of 2D multi-Kernel-DCNN-LSTM model, where the training

accuracy and validation accuracy achieve 100% and 99.62%, respectively.

Table 5.8: Evaluation of Maximum, Minimum, Average Accuracy, and Standard Devi-
ation Across 10 Runs for multi-Kernel DCNN-LSTM models.

Dataset Max. Accuracy Min. Accuracy Ave. Accuracy SD

1D 97.73 95.83 96.97 0.54
2D 99.62 99.05 99.32 0.21

Figure 5.26: Best training accuracy and validation accuracy for: a) 1D multi-Kernel-
DCNN-LSTM model, b) 2D multi-Kernel-DCNN-LSTM model.
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Figure 5.27: Confusion matrices representing true fault versus predicted fault for engine
misĄre at diferent RPMs: a) 1D multi-Kernel-DCNN-LSTM model, b) 2D multi-
Kernel-DCNN-LSTM model.

Figure 5.28: t-SNE visualization of vibration data after training: a) 1D multi-Kernel-
DCNN-LSTM model, b) 2D multi-Kernel-DCNN-LSTM model.

Additionally, Figure 5.27 illustrates the confusion matrices for multi-Kernel-DCNN-

LSTM models for both 1D and 2D datasets, providing a visual representation of the

diagnostic accuracy for each health condition. According to the confusion matrices,

2D multi-Kernel-DCNN-LSTM possess the higher diagnostic accuracy for each health

condition compared to the 1D multi-Kernel-DCNN-LSTM model. For 1D multi-Kernel-

DCNN-LSTM, diagnostic accuracy is 99%, 95%, 100%, and 97%, whereas for 2D multi-
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Kernel-DCNN-LSTM it is 99%, 100%, 98%, and 100% for healthy, misĄre at 1500 RPM,

misĄre at 2500 RPM, and misĄre at 3000 RPM, respectively.

Following the confusion matrices, Figure 5.28 provides t-SNE representation of the

features embedding generated by the multi-Kernel-DCNN-LSTM models for both 1D

and 2D datasets. These t-SNE visualization give insights into the distribution and

Table 5.9: Performance Results for 1D and 2D multi-Kernel-DCNN-LSTM Models.

Models Health ConditionAccuracySensitivitySpeciĄcity BA GM

Healthy Signal 99.23 99.24 99.22 99.23 99.23
1D MisĄre: 1500RPM 97.68 94.57 98.71 96.64 96.62
multi-Kernel MisĄre: 2500RPM 100 100 100 100 100
DCNN-LSTM MisĄre: 3000RPM 98.45 96.90 98.97 97.93 97.93

Healthy Signal 99.82 99.29 100 99.65 99.64
2D MisĄre: 1500RPM 99.61 100 99.48 99.74 99.74
multi-Kernel MisĄre: 2500RPM 99.78 99.14 100 99.57 99.57
DCNN-LSTM MisĄre: 3000RPM 100 100 100 100 100

Figure 5.29: Performance results of 1D multi-Kernel-DCNN-LSTM model using vehicle
misĄre vibration dataset recorded using ADXL1002 accelerometer.

Figure 5.30: Performance results of 2D multi-Kernel-DCNN-LSTM model using vehicle
misĄre vibration dataset recorded using ADXL1002 accelerometer.
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clustering of the extracted features.

Moreover, similarly to the previous section, Table 5.9 represents a detailed anal-

ysis of the conclusive performance results attained by our system for both 1D and

2D datasets for multi-Kernel-DCNN-LSTM models. To assess the systemŠs eicacy

comprehensively, multiple performance indicators similar to the previous section are

discussed including accuracy, sensitivity, speciĄcity, BA, and GM. These performance

results are shown in the Figure 5.29 and Figure 5.30 for 1D and 2D datasets, respec-

tively for visualization. The results illustrated in these Ągures prove the superiority of

the 2D multi-Kernel-DCNN-LSTM model compared to the 1D multi-Kernel-DCNN-

LSTM model.

5.7 Comparative Analysis of AI Methods

This study evaluated the performance of various AI models for diagnosing vehicle

engine misĄres using 1D time-domain data and 2D grayscale images. The modelsŮ1D

DCNN, 1D DCNN-LSTM, 1D multi-Kernel-DCNN-LSTM, 2D DCNN, 2D DCNN-

LSTM, and 2D multi-Kernel-DCNN-LSTMŮwere designed to analyze vibration sig-

nals recorded by the ADXL1002 accelerometer. By incorporating both 1D and 2D

data representations, the analysis aimed to compare the diagnostic eiciency of these

architectures in capturing patterns associated with engine conditions.

Figure 5.31 presents a comparative analysis of the maximum, minimum, and average

accuracy achieved over 10 independent runs for diferent models using both 1D and

2D datasets. The results indicate that, in terms of the highest model accuracy, the

2D dataset outperforms the 1D dataset. Additionally, the multi-kernel DCNN-LSTM

model achieves the highest accuracy among all evaluated models. The numerical values

Figure 5.31: Comparison of maximum accuracy, minimum accuracy, and average ac-
curacy for the 10 independent runs for diferent models with 1D and 2D datasets.
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Table 5.10: Comparison of Maximum, Minimum, Average Accuracy, and Standard
Deviation Across 10 Runs.

Maximum Minimum Average
Model Accuracy Accuracy Accuracy

1D DCNN 92.99 90.53 92.01
2D DCNN 97.92 97.35 97.61
1D DCNN-LSTM 95.83 93.18 94.70
2D DCNN-LSTM 98.67 97.16 97.95
1D Multi-Kernel DCNN-LSTM 97.73 95.83 96.97
2D Multi-Kernel DCNN-LSTM 99.62 99.05 99.32

corresponding to these accuracy metrics are provided in Table 5.10.

The 1D models focused on sequential data, while the 2D models utilized spatial rep-

resentations, ofering enhanced feature extraction and temporal analysis. This compre-

hensive approach facilitated an in-depth evaluation of each modelŠs diagnostic capabil-

ities across varying engine states, including healthy and misĄre conditions at diferent

RPM levels (1500, 2500, and 3000).

5.7.1 Performance Analysis

Among the all tested models, multi-Kernel-DCNN-LSTM achieved the highest diag-

nostic accuracy over the hybrid DCNN-LSTM and simple DCNN models. SpeciĄcally

2D dataset helps to enhance the diagnostic accuracy over 1D dataset for all models. Hy-

brid DCNN-LSTM and multi-Kernel-DCNN-LSTM architectures efectively captured

temporal dependencies and spatial features, emphasizing the importance of combin-

ing these attributes for fault detection. The 2D DCNN performed competitively but

lacked the temporal modeling advantage, while the 1D DCNN exhibited relatively lower

accuracy due to the absence of temporal processing.

Performance results for all models also show the superiority of the multi-Kernel-

DCNN-LSTM models over the hybrid DCNN-LSMT and DCNN models. Confusion

matrices further demonstrated the modelsŠ proĄciency in diagnosing misĄre conditions

across RPM levels. t-SNE plots provided additional insights into data separability,

showcasing the modelsŠ ability to distinguish healthy and faulty states. These Ąndings

validate the potential of 2D representations in enhancing the accuracy and robustness

of misĄre diagnosis systems.

5.7.2 Impact of 1D and 2D Data

One key Ąnding is the signiĄcant improvement in diagnostic accuracy when using 2D

representations over 1D inputs. The 2D data format, by preserving both temporal and
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frequency information, enables the models to learn from spatially distributed features

that are less apparent in 1D data. This advantage is particularly evident in the multi-

Kernel-DCNN-LSTM model, where the combination of convolutional layers for spatial

extraction and LSTM layers for temporal analysis leads to highly accurate classiĄcation

across all misĄre conditions.

The comparison underscores that for vibration-based fault diagnosis, 2D representa-

tions may be more suitable for capturing the intricate frequency components associated

with misĄre. The spatial features derived from the 2D grayscale images allow the mod-

els to detect subtle variations across diferent RPM levels, improving both the accuracy

and robustness of fault diagnosis.

5.7.3 Challenges and Limitations

The results of this study suggest that employing a 2D multi-Kernel-DCNN-LSTM

model with both spatial and temporal learning capabilities could be highly efective for

real-world misĄre detection in automotive settings. The modelŠs ability to accurately

diagnose misĄre across multiple RPM levels demonstrates its robustness and potential

for integration into on-board diagnostic systems. Furthermore, the use of low-cost

sensors, such as the ADXL1002 accelerometer, combined with advanced AI models,

makes this approach feasible and scalable for widespread adoption.

While the study demonstrates the potential of 2D representations and multi-Kernel-

DCNN-LSTM models, there are limitations to consider. The transformation of vibra-

tion signals into 2D images adds a preprocessing step, which could increase compu-

tational requirements in real-time applications. Additionally, further research could

explore the performance of these models across a broader range of fault types and

engine conditions to enhance their generalizability.

5.8 Conclusion

The advancements in AI and their application in vehicle misĄre fault diagnosis

demonstrate a signiĄcant leap in addressing the limitations of traditional methods.

This study meticulously explored the potential of deep learning architectures, includ-

ing DCNN, hybrid DCNN-LSTM,and multi-Kernel-DCNN-LSTM models, in analyzing

vibration data for fault detection. The Ąndings emphasize the transformative role of

AI in extracting and learning complex features from both 1D time-domain vibration

data and 2D grayscale images, paving the way for more accurate and reliable diagnostic

systems.

The comparative analysis of 1D and 2D data inputs revealed critical insights into

their diagnostic eicacy. While 1D representations ofered computational simplicity and
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adequate temporal feature extraction, the richer feature space of 2D representations

provided superior diagnostic accuracy, particularly in capturing frequency and spatial

patterns indicative of misĄre events. This distinction underscores the utility of 2D data

for applications requiring detailed analysis of vibration signals, as seen in the improved

performance of DCNN, hybrid DCNN-LSTM, and multi-Kernel-DCNN-LSTM models

with 2D inputs.

Among the methodologies employed, the multi-Kernel-DCNN-LSTM model emerged

as the most robust framework. By integrating the spatial feature extraction capabili-

ties of CNN with the sequential learning strengths of LSTM, the model demonstrated

exceptional accuracy across diverse operating conditions. The success of this archi-

tecture highlights the importance of leveraging both spatial and temporal features in

diagnosing dynamic and intermittent faults like vehicle misĄres. Notably, the proposed

2D multi-Kernel-DCNN-LSTM model achieved near-perfect classiĄcation accuracies,

proving its eicacy for real-world applications.

The research further demonstrated the feasibility of using low-cost sensors such

as the ADXL1002 accelerometer in conjunction with sophisticated AI models. This

combination represents a promising approach for developing scalable and cost-efective

diagnostic systems for the automotive industry. Moreover, the studyŠs preprocessing

pipeline, including techniques such as EMD, ensured the efective isolation of mean-

ingful vibration features, enhancing model performance.

However, the study also acknowledged certain limitations. The transformation of

raw vibration signals into 2D grayscale images introduces additional preprocessing

steps that may pose challenges in real-time diagnostics. Moreover, while the proposed

models showed robustness under varied conditions, their generalizability across other

engine types and fault scenarios remains to be validated. Future research could focus

on optimizing these architectures for real-time applications and exploring lightweight

versions of the proposed models to ensure seamless integration into onboard diagnostic

systems.

In conclusion, this chapter underscores the potential of AI-driven approaches in

advancing the state of fault diagnosis in automotive engines. By successfully addressing

the complexities of vibration signal analysis, this work lays a strong foundation for the

development of intelligent, real-time diagnostic systems. The insights gained from this

study not only highlight the strengths of AI in enhancing diagnostic accuracy but also

open new avenues for innovation in vehicle health monitoring.



Chapter 6

Conclusions

The work presented in this dissertation provides a broad investigation into the suc-

cessful integration, calibration, and practical deployment of the ADXL1002 capacitive

microelectromechanical systems (MEMS) accelerometer with the Black BeagleBone

controller. The study carefully details the hardware interfacing process, conĄrming

accurate signal acquisition and optimal sensor performance for vibration-based con-

dition monitoring. Following the successful calibration and validation of the sensor

system, the research develops to its application in real-time vibration data acquisition

for vehicle engine health diagnostics. SpeciĄcally, the study explores the development

and implementation of advanced digital signal processing (DSP) techniques alongside

artiĄcial intelligence (AI)-based models to enable accurate fault diagnosis in vehicle

engines and rolling element bearings.

A key aspect of this work is the evaluation of the success of low-cost MEMS-based

ADXL1002 accelerometer, in acquiring and analyzing vibration signals for diagnostic

purposes. The fundamental limitations of ADXL1002 accelerometers compared to the

piezoelectric accelerometers, such as sensitivity and noise, are acknowledged in this

research work. However, the developed signal processing and AI-driven methods for

health diagnosis of vehicle engines and bearing faults validate that the ADXL1002

could be cost-efective and eicient health monitoring and fault diagnostic solutions in

industrial and automotive applications.

The Ąndings of this dissertation provide signiĄcant contributions to the Ąeld by rais-

ing understanding of the trade-ofs between cost, precision, and reliability in vibration-

based diagnostics. Furthermore, the research Ąndings highlight both the beneĄts and

limits of the proposed approaches, ofering a comprehensive view of the practicality

of using MEMS accelerometers in real-world fault identiĄcation conditions. Finally,

this research provides the groundwork for future advances in the combination of DSP

techniques with AI models to improve predictive maintenance and health surveillance

of complex machines.
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6.1 Interfacing and Calibration of the ADXL1002

Accelerometer

The ADXL1002 accelerometer was eiciently interfaced with the Black BeagleBone

controller, allowing for the accurate capture of high-frequency vibration data. To

assure the reliability and precision of the acquired vibration signals, a thorough cal-

ibration procedure was performed in a controlled laboratory setting. This approach

required the use of a vibration shaker and a function generator to generate well-deĄned

reference vibration signals. The vibration shaker was analytically activated at prede-

Ąned frequencies, and the ADXL1002 sensor recorded the resulting vibration signals.

The obtained sensor data was then rigorously compared to predetermined reference fre-

quencies to determine the quality and consistency of the accelerometerŠs response. The

Ąndings of this comparative analysis show a strong correlation between the input refer-

ence signals and the ADXL1002Šs recorded readings, thereby proving the ADXL1002Šs

accuracy and dependability for high-Ądelity vibration detection. This calibration pro-

cedure was critical in ensuring that the experimental data acquired for defect diagnosis

remained accurate and dependable. This approach increased conĄdence in the integrity

of the obtained vibration signals, which is necessary for meaningful analysis in follow-

ing stages of the study, by conĄrming the ADXL1002 accelerometerŠs functioning in a

controlled context.

6.2 Vibration Data Acquisition and Preprocessing

Following calibration of ADXL1002 accelerometer, vibration data from a vehicle

engine running under various regulated conditions was carefully recorded using the

ADXL1002 accelerometer. In particular, three distinct engine speedsŮ1500 RPM,

2500 RPM, and 3000 RPMŮwere used to record vibration signals. These recordings

included both regular (healthy) engine running as well as misĄre conditions, allowing

researchers to explore defect identiĄcation and diagnostics. In addition to engine vi-

bration data, two datasets from rotating bearings subjected to varied early-stage fault

circumstances were included; these bearing datasets are available in the literature,

expanding the studyŠs scope to include bearing problem detection.

To verify the reliability and integrity of the recorded vibration signals, empirical

mode decomposition (EMD) was used as a preprocessing step. This technology was

used to breakdown raw vibration signals into intrinsic mode functions (IMFs), suc-

cessfully minimizing the efects of noise and external disturbances. This denoising

procedure improved the quality of the datasets by removing the most pertinent signal

components, making them more suitable for additional analysis.

After noise reduction, the reĄned vibration data were converted into two-dimensional
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(2D) grayscale image representations. This conversion was critical in preparing data

for AI-based diagnostic models since it allowed the use of deep learning techniques

developed to process image-based features. The conversion of time-series signals to

2D picture representations accelerated the extraction of spatial and frequency-domain

properties, which are required for accurate fault classiĄcation. Finally, this compre-

hensive preprocessing method was crucial in boosting the diagnostic performance of

AI-driven models by assuring resilience and reliability in problem recognition across a

variety of engine conditions.

6.3 Development of DSP Methods

The initial phase of the diagnostic framework focuses on the development and im-

plementation of advanced DSP algorithms for extracting fault-related frequencies from

vibration signals. This phase was crucial in developing a systematic method for as-

sessing vibration data for defect diagnosis in bearings and vehicle engines. To ac-

complish this, several Ąltering algorithms were carefully created and tuned to improve

the separation of distinctive fault frequencies in bearings, allowing them to be ei-

ciently discriminated from other signal components. Metaheuristic techniques such as

Harmony Search Algorithm (HAS) and Particle Swarm Optimization (PSO) were de-

veloped to optimize Ąlter settings. HAS was combined with kurtosis, spectral kurtosis

(SK), and short-time Fourier Transform (STFT)-based SK as Ątness functions, while

PSO was used with the Continuous Wavelet transform. Furthermore, an IMF-based

FFT technique was developed for diagnosing vehicle engine misĄres. The experimental

results provided strong evidence that DSP-based approaches are extremely efective

at diagnosing and recognizing fault states, particularly when the fault signatures have

distinct spectral features and are well segregated from background noise. Despite their

eiciency in controlled circumstances, the limitations of traditional DSP algorithms be-

come apparent in more complex fault occurrences. When fault signs were weak, closely

spaced, or obscured by noise and other frequency components, DSP approachesŠ capac-

ity to deliver reliable fault diagnosis was limited. This demonstrated the importance

of investigating more complex signal processing and machine learning technologies to

increase diagnostic accuracy in diicult real-world scenarios.

6.4 Development of AI Methods

To address the key restrictions of classic DSP techniques in fault diagnosis, more

advanced AI-based models were created and applied. Three deep learning architectures

were investigated: a deep convolutional neural network (DCNN), a hybrid DCNN-long

short-term memory (DCNN-LSTM) model, and an improved multi-Kernel DCNN-
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LSTM model. These models were tested with two types of input representations: one-

dimensional (1D) time-series data extracted directly from vibration signals and 2D

grayscale images created from the same dataset. Comparative research revealed that

the 2D image-based technique outperformed the 1D method in terms of diagnostic

accuracy. This increase can be attributed to the capacity of 2D representations to

preserve spatial patterns and feature correlations that are typically diicult to identify

in time-domain inputs.

Furthermore, the hybrid DCNN-LSTM and multi-Kernel DCNN-LSTM models per-

formed better than the standalone DCNN model. The use of LSTM layers in hybrid

models allowed them to successfully capture temporal dependencies within sequential

data, improving their ability to recognize fault-related patterns across time. Notably,

the multi-Kernel DCNN-LSTM model scored the highest classiĄcation accuracy, thanks

to its multi-Kernel framework, which allowed it to extract diverse and discriminative

features from numerous receptive Ąelds. This multi-scale feature extraction capability

helped to improve its issue detection and diagnostic performance. Overall, our re-

sults highlight the efectiveness of AI-driven approaches in improving the accuracy and

reliability of problem identiĄcation in vibration-based condition monitoring systems.

6.5 Comparative Analysis

The comparative analysis of diagnostic frameworks provides useful insights into the

beneĄts and drawbacks of various health detection and diagnosis methods. Traditional

DSP approaches were excellent in detecting basic faults, but they showed major limits

when applied to more complicated and dynamic fault scenarios. In contrast, AI-based

models, particularly the multi-Kernel-DCNN-LSTM architecture, have demonstrated

signiĄcant accuracy and robustness in diagnosing problems under varied operating sit-

uations. This AI modelŠs higher performance can be attributed to its capacity to

extract and combine many elements from vibration data, resulting in a more thorough

identiĄcation procedure. Notably, the multi-Kernel structure enables the model to cap-

ture both local and global signal features, making it particularly adept at recognizing

intelligent fault signatures than conventional methods. These Ąndings highlight the

substantial power of AI-driven methods in vibration-based fault identiĄcation, espe-

cially when paired with advanced signal preprocessing techniques like EMD. The use

of such techniques improves the reliability and precision of fault detection systems,

paving the door for more complex and adaptable diagnostic frameworks in real-world

applications.
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6.6 Challenges and Advantages of the ADXL1002

Accelerometer

During this research, the ADXL1002 accelerometer was identiĄed as a long-term

and cost-efective solution for vibration measurement and problem diagnosis. Its low

cost and compact form factor provide substantial advantages over traditional piezo-

electric accelerometers, which, while known for their high precision and wide frequency

response, are signiĄcantly more expensive and physically bulkier. These properties

make the ADXL1002 particularly demanding for applications that require a balance of

performance and cost-efectiveness. However, the deployment of this sensor presented

various technological obstacles that needed to be addressed. One of the main issues was

its susceptibility to noise and external disturbances, necessitating the use of thorough

preprocessing techniques to ensure the integrity and trustworthiness of the recorded

data. Furthermore, while the ADXL1002 was efective at recording vibration signals

within a particular frequency range, its performance in high-frequency applications was

lower to that of piezoelectric alternatives. Despite these constraints, the experimental

results revealed that the ADXL1002 was capable of providing suiciently accurate and

dependable measurements for the applications explored in this study. As a result, this

study emphasizes the value of MEMS-based accelerometers as a low-cost alternative

for vibration monitoring.

6.7 Contributions and Implications of Research

This study makes several substantial advances in the Ąeld of vibration-based fault

identiĄcation by focusing on critical issues and broadening the applicability of sophis-

ticated diagnostic methods. First, it proves the potential of using low-cost capacitive

MEMS accelerometers for high-frequency vibration monitoring, demonstrating that,

despite their economical cost, these sensors can successfully capture critical vibration

properties required for fault identiĄcation. This discovery broadens the range of possi-

ble applications for MEMS-based sensing technologies, particularly in industries where

cost restrictions frequently limit the deployment of high-end instrumentation.

Second, this study presents a systematic and comprehensive framework for vibration

signal preprocessing, which includes critical procedures including noise reduction, signal

improvement, and feature extraction. The methodology assures that the retrieved

characteristics are meaningful and resilient, increasing the dependability of future fault

classiĄcation algorithms. This framework improves the accuracy of vibration-based

diagnostics by correcting signal defects and enhancing data quality.

Third, the study contributes to the improvement of AI-driven diagnostic models by

incorporating hybrid and multi-kernel designs, which provide better generalization and
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adaptation to complicated fault patterns. The suggested AI models not only improve

classiĄcation performance, but also present unique ways for dealing with variations in

vibration signals, making them more useful in real-world applications.

Collectively, these advances have signiĄcant practical implications for industries

that rely on condition monitoring and predictive maintenance, such as automotive,

aerospace, and manufacturing. This research paves the door for increased operational

eiciency, reduced downtime, and higher reliability in important mechanical systems

by making fault diagnosis technologies more cost-efective, accurate, and scalable.

6.8 Limitations and Future Work

While the outcomes of this study provide substantial assurance in the Ąeld of ve-

hicle health diagnosis, it is critical to note certain limits that necessitate additional

research. One of the most signiĄcant issues is the performance of the ADXL1002 ca-

pacitive MEMS accelerometer, particularly in high-frequency and high-noise situations.

Despite its noteworthy advantages, including as high sensitivity and wide bandwidth,

its usefulness in such situations may be limited by signal attenuation, interference, and

probable nonlinearity in response. To address these problems, additional investigation

into complex sensor design, signal conditioning techniques, and Ąltering approaches is

required to increase diagnostic accuracy and reliability.

Furthermore, while the AI models proposed in this study performed well within the

context of the speciĄed datasets, their capacity to generalize across varied operating

situations, sensor conĄgurations, and mechanical systems remains an open question.

Extensive experimental testing with multiple datasets is required to evaluate the con-

sistency of these models in various real-world circumstances, accounting for varying

vehicle kinds, engine conĄgurations, and external disturbances. Further study should

focus on increasing dataset diversity and investigating transfer learning strategies to

improve model adaptability and generalizability.

Another avenue for future work concerns the integration of additional sensor ar-

rangements to complement the MEMS-based accelerometer used in this study. For

instance, incorporating piezoelectric accelerometers, which typically ofer higher signal

Ądelity in high-frequency domains, could provide a more comprehensive representation

of vibration characteristics, thereby improving fault detection accuracy. Multi-sensor

fusion methods could also be investigated to leverage complementary information from

diferent sensing arrangements.

Furthermore, while the proposed AI-based diagnostic methods have shown promise

in oline analysis, translating these methodologies into real-time diagnostic systems is

crucial for practical implementation in industrial and automotive applications. Future

research should prioritize the extension of computationally eicient models optimized
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for embedded computing platforms. Real-time implementation would enable continu-

ous condition monitoring, early fault detection, and predictive maintenance strategies,

ultimately enhancing the reliability and operational eiciency of automotive systems.
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Appendix A

ADXL1002: Performance,

Bandwidth, and Features

A.1 Optimal Performance of the ADXL1002

For most applications, a 1 µF capacitor is typically adequate to decouple the ac-

celerometer from power supply noise, ensuring stable performance. Additionally, im-

plementing a band-limiting Ąlter at the output is essential to suppress out-of-band noise

and unwanted signals. This helps in maintaining signal integrity and improving mea-

surement accuracy. Additionally, an appropriate band-limiting Ąlter at the output is

crucial to suppress any out-of-band noise and signals, thereby enhancing the accuracy

and reliability of the measurements [2]. A detailed description of each pin function is

provided in Figure A.1.

Figure A.1: Application circuit of ADXL1002 accelerometer.

The ADXL1002 accelerometer requires careful management of capacitive and resis-

tive loads for optimal performance. It is recommended to use a capacitive load in the
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range of 100 pF to 22 nF. The output ampliĄer of the accelerometer can drive resistive

loads up to 2 mA of source current, which corresponds to resistances greater than 2.5

kΩ at 5 V operation. If the application demands driving a capacitive load equal to or

greater than 100 pF, it is necessary to incorporate a series resistor of at least 8 kΩ to

maintain ampliĄer stability. This ensures that the output signal remains stable and

free from oscillations or distortions [2].

A.2 Operation of the ADXL1002

The ADXL1002 features several pins with speciĄc functions that are crucial for its

operation [2]:

• ST (Self-Test) Pin: This pin is used to activate the self-test feature, which

is useful for verifying the functionality of the accelerometer. When the self-test

function is not in use, this pin should be held low.

• STANDBY Pin: This pin allows the accelerometer to enter standby mode,

signiĄcantly reducing power consumption. When the device is not actively mea-

suring, the STANDBY pin should be held low to keep the accelerometer in its

low-power state.

• OR (Overrange Indicator) Pin: This pin provides an indication when the

measured acceleration exceeds the speciĄed range of the accelerometer. Moni-

toring this output can help in assessing the systemŠs status and ensuring that

measurements remain within the operational limits.

A.3 Output Signal Bandwidth of the ADXL1002

The circuitry of the ADXL1002 supports an output signal bandwidth that extends

beyond the resonant frequency of the sensor, enabling it to measure acceleration across

a broad range. This broad range is comparable to the resonance of the ADXL1002

sensor. The output response is afected by both the sensor and the output ampliĄer,

which makes it necessary to implement external band limiting or Ąltering. When op-

erating beyond 10 kHz, several factors must be considered: the nonlinearity caused by

the resonant frequency of the ADXL1002 sensor, increased noise from the wideband

output of the ampliĄer, and discrete frequency spurious tones resulting from the in-

ternal 200 kHz clock coupling. Aliased interferers within the desired band cannot be

eliminated, which can compromise observed performance. Therefore, high-speed sam-

pling combined with appropriate band-limiting Ąltering is crucial for achieving optimal

results [2, 27].

The ADXL1002Šs Ćat response bandwidth of 11 kHz, as depicted in Figure A.2,

is ideally suited for frequency analysis up to 10 kHz. This characteristic ensures that
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the accelerometer can accurately capture and analyze a wide range of vibration fre-

quencies without signiĄcant attenuation or distortion. The sensorŠs resonant frequency,

located at 21 kHz, indicates the point beyond which the sensorŠs response may become

nonlinear and less reliable [2].

Figure A.2: Frequency response of ADXL1002 accelerometer [2].

The Ągure illustrates the frequency response curve of the ADXL1002, taken from

the datasheet, highlighting its efectiveness in maintaining a consistent output within

the speciĄed bandwidth. The Ćat response up to 11 kHz means that the accelerometer

can be used in applications requiring precise frequency analysis, such as machinery

condition monitoring, where accurate detection of vibration frequencies is critical for

diagnosing potential faults.

Beyond the Ćat response region, as the frequency approaches the sensorŠs resonant

frequency of 21 kHz, the accelerometerŠs output may exhibit increased nonlinearity and

higher noise levels. This necessitates careful consideration when analyzing vibrations

in this higher frequency range. The data suggests that while the ADXL1002 can

technically measure up to 21 kHz, optimal performance and accuracy are achieved

within the 11 kHz bandwidth.

A.4 Features of the ADXL1002

The main features of the ADXL1002 accelerometer are as follows [2]:

• Accelerometers: analog

• Axis: X

• Linear frequency response range: from dc to 11 kHz (3 dB point)

• Voltage supply: 3.3 V to 5.25 V

• Acceleration range: ±50 g

• Noise density: 25 µg /
√
Hz
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• Sensitivity (mV/g): 40

• Bandwidth: 21 kHz

• Temperature operating range: -40◦C to +125◦C



Appendix B

BeagleBone Black: SpeciĄcations

and Component

B.1 I/Os of the BeagleBone Black

A key advantage of the BeagleBone Black is its extensive input/output (I/O) ca-

pabilities, which include digital I/O, analog inputs, PWM outputs, and multiple serial

communication interfaces such as UART, I2C, and SPI. These features enable seam-

less integration with a variety of sensors, actuators, and other peripherals, making

it possible to develop sophisticated embedded systems. Additionally, the board sup-

ports HDMI output, allowing for direct connection to displays, which is beneĄcial for

graphical applications [89].

B.2 LEDs of the BeagleBone Black

The board includes four blue LEDs for user applications and a reset button to

restart the processor. The microSD slot allows for the installation of a microSD card,

and the USB client port, a mini-USB connection to a PC, can also supply power to the

board. The BOOT switch is used to force the system to boot from the microSD card

when the board is power-cycled. Storage needs are addressed by an onboard Micron

eMMC (embedded MultiMediaCard) chip, ofering storage capacities of up to 4GB.

This integrated storage solution provides ample space for storing operating system

Ąles, applications, and user data, contributing to the boardŠs standalone functionality.

B.3 Networking of the BeagleBone Black

Networking is another strength of the BeagleBone Black. The board includes a

10/100 Ethernet port and supports USB Wi-Fi adapters, facilitating the creation of In-
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ternet of Things (IoT) applications. This enables the board to collect and process data

from various sensors and communicate with cloud-based services, thereby enhancing its

utility in modern connected applications. For network connectivity, the board employs

the SMSC Ethernet PHY (Physical Layer Transceiver). This component provides the

physical interface necessary for wired network connections, facilitating communication

with other devices and network resources.

B.4 Power Management of the BeagleBone Black

Power management on the BeagleBone Black is handled by the TPS65217C PMIC

(Power Management Integrated Circuit) [89]. This integrated circuit manages the

distribution and regulation of power to various components on the board, ensuring

stable and reliable operation even under varying power supply conditions. The power

management design of the BeagleBone Black is both eicient and Ćexible. It can be

powered via a USB connection or a 5V DC supply. Built-in mechanisms manage power

Ćuctuations and ensure stable operation, and its low power consumption makes it ideal

for portable and battery-powered projects. The primary DC power input is a 5V

supply, and a power button signals the processor to initiate a power-down sequence.

B.5 Features of the BeagleBone Black

The main features of the BeagleBone Black are as follows [89]:

• Memory:

o SDRAM: 512MB DDR3L 800MHZ

o Onboard Flash: 4GB, 8bit Embedded MMC (eMMC)

• SD/MMC Connector for microSD

• Power management:TPS65217C PMIC is used along with a separate

LDO to provide power to the system

• Debug Support: Optional Onboard 20-pin CTI JTAG, Serial Header

• Power Source:

o miniUSB USB or DC Jack

o 5VDC External Via Expansion Header

• Connectivity:

o High speed USB 2.0 Client port: Access to USB0, Client mode via miniUSB

o High Speed USB 2.0 Host port: Access to USB1, Type A Socket, 500mA

LS/FS/HS

o Serial Port: UART0 access via 6 pin 3.3V TTL Header. Header is populated

o 10/100M Ethernet (RJ45)

• User Input / Output:
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o Reset Button

o Boot Button

o Power Button

o LED power indicator

o 4 user conĄgurable LEDs

• Video/Audio Interfaces:

o HDMI D type interface

o LCD interface

o Stereo audio over HDMI interface

• Expansion Interfaces via 2× 46 pin headers:

o LCD, UART, eMMC

o ADC, I2C, SPI, PWM

• Compact Size of a Mint Tin

o The compact BeagleBone Black is small enough to Ąt into a mint tin
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Bearing Fault Frequencies

The characteristic fault frequencies for rotating bearings are calculated using the

following formulas:

C.1 Parameters

• N : Number of rolling elements.

• d: Diameter of rolling elements (ball diameter).

• D: Pitch diameter (distance from the center of the bearing to the center of the

rolling elements).

• β: Contact angle (angle between the rolling elements and the raceways, in radi-

ans).

• fr: Rotational frequency of the shaft (in Hz).

C.2 Fault Frequencies

1. Ball Pass Frequency Outer Race (BPFO):

fBPFO =
N

2
fr


1− d

D
cos β



2. Ball Pass Frequency Inner Race (BPFI):

fBPFI =
N

2
fr


1 +

d

D
cos β



3. Ball Spin Frequency (BSF):

fBSF =
D

d
fr


1−


d

D
cos β

2


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4. Fundamental Train Frequency (FTF):

fFTF =
fr

2


1− d

D
cos β



C.3 Steps to Compute

1. Identify bearing speciĄcations: N , d, D, β, and fr.

2. Substitute the values into the formulas to compute each fault frequency.

3. Analyze vibration spectra for peaks at these frequencies to identify speciĄc faults.

Table C.1: Bearing Parameters.

Sr. no. Parameters IMF Dataset MFPT Dataset

1 N 16 8
2 d 0.331 0.235
3 D 2.815 1.245
4 β 0.2648 0
5 fr 2000/60 25



Appendix D

Converting 1D Data to 2D

Grayscale Images

Below is the Python code divided into logical blocks, with explanations provided

for each block.

D.1 Initialization

1 win_ l en = 4096 # 64 x64 matrix size

2 s t r i d e = 2000 # Step size for overlapping segments

3

4 # Empty arrays to store data and labels

5 X = []

6 Y = []

Explanation: The window length (win_len = 4096) and stride (stride = 2000)

were deĄned to control the segmentation of the time-domain data. An empty list X

was initialized to store the 2D grayscale images, and Y was initialized to store the

corresponding fault labels.

D.2 Iterating Through Fault Categories

1 for k in d f [’fault ’]. u n i q u e ():

2 df_temp_2 = d f [ d f [’fault ’] == k]

Explanation: The for loop iterates over each unique fault category in the dataset.

For each fault type, a subset of the data (df_temp_2) was created by Ąltering rows that

matched the current fault category. This ensures that images are generated separately

for each fault type.
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D.3 Segmenting and Reshaping

1 for i in np. a r a n g e (0, len( df_temp_2 ) - win_ len , s t r i d e ):

2 temp = df_temp_2 . i l o c [ i : i + win_ len , : -1]. v a l u e s

3 temp = temp. r e s h a p e ((1 , -1))

4 X. append ( temp)

5 Y. append ( df_temp_2 . i l o c [ i + win_ len , -1])

Explanation: For each fault type, the data was segmented into overlapping win-

dows of length win_len = 4096, moving by stride = 2000 samples. Each segment was

then reshaped into a single row (1D array) using reshape((1, -1)) and appended to

X. The corresponding fault label was extracted and appended to Y. This ensured that

each windowed segment of data was linked to its respective fault type.

D.4 Reshaping 1D to 2D

1 X = np. a r r a y (X)

2 X = X. r e s h a p e ((X. s hape [0] , 64, 64))

Explanation: The collected 1D segments in X were reshaped into 64 × 64 2D

matrices. Each segment of 4096 samples was split into 64 rows of 64 samples, with the

Ąrst 64 samples forming the Ąrst row, the next 64 samples forming the second row, and

so on, , until all 4096 samples were used.

The resulting 64× 64 matrices were treated as grayscale images, with each matrix

entry corresponding to the pixel intensity. The amplitude values of the vibration

signal directly determined the grayscale intensity, enabling a visual representation of

the signalŠs variation.

D.5 Label Encoding and One-Hot Encoding

1 Y = np. a r r a y (Y)

2 e n c o d e r = L a b e l E n c o d e r ()

3 e n c o d e r . f i t (Y)

4 encoded_Y = e n c o d e r . t r a n s f o r m (Y)

5 OHE_Y = t o _ c a t e g o r i c a l ( encoded_Y )

Explanation: The fault labels stored in Y were converted into numerical format

using the LabelEncoder. This ensured that categorical labels (e.g., fault types) were

mapped to integer values. These integers were then converted into one-hot encoded

vectors using to_categorical, a format suitable for classiĄcation tasks in neural net-

works.
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D.6 Summary of WorkĆow

• Block 1: DeĄned parameters and initialized storage for data and labels.

• Block 2: Filtered the dataset for each fault category.

• Block 3: Segmented 1D data into overlapping windows and stored them along-

side their labels.

• Block 4: Converted the 1D windows into 64×64 grayscale images by reshaping.

• Block 5: Encoded the fault labels into one-hot vectors for use in machine learning

models.

This modular approach clearly separates the steps of the 1D-to-2D transformation

and prepares the data for deep learning applications.



Appendix E

t-SNE Implementation

The following Python code applies t-distributed Stochastic Neighbor Embedding

(t-SNE) for dimensionality reduction on a vibration dataset with 1760 signals, each

having 4096 data points. The resulting 2D embeddings are visualized as a scatter plot,

where clusters represent diferent fault types. Each block of code is explained in detail

below.

E.1 Load dataset and ensure correct data type

1 X_pre_aen = np. a s a r r a y (X, d t y p e =’float64 ’)

Explanation: X represents the original vibration dataset with shape (1760, 4096)

and np.asarray(X, dtype=’float64’) converts it into a NumPy array with 64-bit

Ćoating-point precision to ensure compatibility with t-SNE.

E.2 Apply t-SNE for dimensionality reduction

1 m = TSNE( n_components , p e r p l e x i t y , l e a r n i n g _ r a t e , v e r b o s e )

2 X_t_sne = m. f i t _ t r a n s f o r m ( X_pre_aen ) # Reduce from 4096 to 2

Explanation: TSNE function from sklearn.manifold is used to reduce the dataset

from 4096 dimensions to 2 using the following parameters and fit_transform Ąts the

t-SNE model to the data and generates a new dataset X_t_sne with shape (1760, 2).

• n_components=2: Reduces the dataset to two dimensions.

• perplexity=40: Balances local and global data structure by considering approx-

imately 40 nearest neighbors for each point.

• learning_rate=100: Controls the optimization step size for embedding updates.

• verbose=1: Displays progress updates (e.g., iterations and KL divergence).
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E.3 Create a DataFrame for visualization

1 tSNEdf = pd. DataFrame ( da t a =X_t_sne , co lumns =[ ’t-SNE component 1

’, ’t-SNE component 2’])

2 tSNEdf [’Fault ’] = Y # Add fault labels to the DataFrame

Explanation: pd.DataFrame creates a DataFrame with two columns for the t-SNE

components whereas tSNEdf[’Fault’] = Y adds a column containing fault labels (Y)

to the DataFrame for color-coding the points in the plot.

E.4 Plot the 2D t-SNE components

1 # Step 4: Plot the 2D t-SNE components

2 fig_tSNE_1D_LSTM , ax = p l t . s u b p l o t s ( f i g s i z e =(10 , 10))

3 s n s . s c a t t e r p l o t (x= tSNEdf [’t-SNE component 1’],

4 y= tSNEdf [’t-SNE component 2’],

5 hue =’Fault ’,

6 da t a = tSNEdf ,

7 p a l e t t e =" bright ",

8 a l p h a =0.5)

Explanation: sns.scatterplot generates a scatter plot with x-axis and y-axis

where x is Ąrst t-SNE component (t-SNE component 1) and y is second t-SNE com-

ponent (t-SNE component 2). Furthermore, each point is colored based on their fault

labels with hue=’Fault’ and palette="bright". alpha=0.5 sets the transparency of

the points.
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Accuracy and Loss of 10 Runs

The proposed AI models including DCNN, hybrid DCNN-LSTM, and multi-Kernel-

DCNN-LSTM models were proposed for both 1D and 2D datasets to diagnose the

health conditions of vehicle engine using the low-cost MEMS based ADXL1002 ac-

celerometer. The models were veriĄed using the 10 independent runs for each dataset.

Following Ągures show the output results for the training accuracy, training loss, vali-

dation accuracy, and validation loss for all 10 runs.

F.1 DCNN model for 1D and 2D dataset

Figure F.1: Training accuracy and training loss of 10 runs using 1D DCNN model.
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Figure F.2: Validation accuracy and validation loss of 10 runs using 1D DCNN model.

Figure F.3: Best model training and validation accuracy and loss for 1D DCNN model.

Figure F.4: Training accuracy and training loss of 10 runs using 2D DCNN model.
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Figure F.5: Validation accuracy and validation loss of 10 runs using 2D DCNN model.

Figure F.6: Best model training and validation accuracy and loss for 2D DCNN model.

F.2 DCNN-LSTM model for 1D and 2D dataset

Figure F.7: Training accuracy and training loss of 10 runs using 1D DCNN-LSTM
model.
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Figure F.8: Validation accuracy and validation loss of 10 runs using 1D DCNN-LSTM
model.

Figure F.9: Best model training and validation accuracy and loss for 1D DCNN-LSTM
model.

Figure F.10: Training accuracy and training loss of 10 runs using 2D DCNN-LSTM
model.
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Figure F.11: Validation accuracy and validation loss of 10 runs using 2D DCNN-LSTM
model.

Figure F.12: Best model training and validation accuracy and loss for 2D DCNN-LSTM
model.

F.3 Multi-Kernel DCNN-LSTM model for 1D and

2D dataset

Figure F.13: Training accuracy and training loss of 10 runs using 1D multi-Kernel
DCNN-LSTM model.
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Figure F.14: Validation accuracy and validation loss of 10 runs using 1D multi-Kernel
DCNN-LSTM model.

Figure F.15: Best model training and validation accuracy and loss for 1D multi-Kernel
DCNN-LSTM model.

Figure F.16: Training accuracy and training loss of 10 runs using 2D multi-Kernel
DCNN-LSTM model.
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Figure F.17: Validation accuracy and validation loss of 10 runs using 2D multi-Kernel
DCNN-LSTM model.

Figure F.18: Best model training and validation accuracy and loss for 2D multi-Kernel
DCNN-LSTM model.
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