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1. Tematyka, cel itezy rozprawy

Tematyka przedstawionej rozprawy doktorskiej dotyczy rozwijajacej sie intensywnie od kilku dekad
problematyki zastosowania metod tzw. sztucznej inteligencji oraz uczenia maszynowego w zadaniu
rozpoznawania oraz klasyfikacji obrazéw. Zgodnie z najnowszymi trendami w tej dziedzinie,
w rozprawie wykorzystuje sie w tym celu algoiytmy tzw. uczenia glebokiego, a dokfadniej - tzw.
splotowe (konwolucyjne) sieci neuronowe. Sieci te stanowig pewng odmiane wielowarstwowych,
jednokierunkowych sieci neuronowych i dobrze sprawdzajg sie we wspomnianych wyzej
zastosowaniach.

Gtownym celem rozprawy jest opracowanie systemu usprawniajgcego Opis oraz segregacje nagran
wideo z samochodowych jazd testowych z wykorzystaniem metod uczenia gtebokiego. W ramach
realizacji tego celu sformutowano w pracy dwie tezy: pierwsza z nich odnosi sie do gtéwnego watku
badan Doktorantki i dotyczy mozliwosci wzbogacania tyaugmentacji") zestawu danych uczacych sie¢
neuronowg z wykorzystaniem juz istniejgcy ch, lecz odpow iednio zmodyfikowanych wzorcéw, w celu
zapewnienia dobrych wiasciwosci generalizacyjnych sieci. Druga z tez dotyczy wpltywu rdéznego
rodzaju zaktocen na jakos¢ klasyfikacji obrazow i ma charakter nieco poboczny, za$ rezultaty badan,
majace na celu jej udowodnienie, wydajg sie by¢ w duzej mierze zgodne z intuicja.

Zgodnie z deklaracjami Autorki, wyniki badan zrealizowanych w ramach pracy doktorskiej moga
znalez¢ zastosowanie np. w branzy samochodowej, a dokladniej - w dziedzinie tzw. aktywnego
bezpieczenstwa, ktorej zadaniem jest szeroko rozumiane zapobieganie wypadkom drogowym. Zaktada
sie tu, ze algorytmy wykorzystujgce metody uczenia maszynowego beda mogly rozpoznawac rézne
obiekty, takie jak np. samochody, znaki drogowe, pasy ruchu, czy tez wnioskowaé o aktualnych
warunkach pogodowych.

Majac na uwadze powyzszy kontekst, tematyke badan podjetych w ramach przedstawionej dysertacji
oceniam jako aktualng i potrzebna, zaréwno ze wzgledu na jej walor badawczo-naukowy, jak
i wspomniany wyzej aspekt praktyczny.



2. Struktura i zawarto$é rozprawy oraz dorobek publikacyjny Autorki

Recenzowana rozprawa liczy 120 stron w formacie A4, zawiera 70 rysunkéw, 20 tabel oraz
1 zalgcznik. Podzielona jest na 4 rozdziaty, poprzedzone spisami: tresci pracy, rysunkow oraz tabel.
Tytuly jej kolejnych rozdziatow: 1 Wstep, 2. Przeglad literatury, 3. Badania oraz 4. Podsumowanie
zostaty sformulowane w bardzo og6lny sposob i moglyby wilasciwie dotyczy¢ dowolnej pracy
doktorskiej, ale rowniez np. magisterskiej. Trudno na ich podstawie zorientowaé sie, czego praca
dotyczy. Dopiero tytuty podrozdziatbw wnoszg zdecydowanie wiecej informacji odno$nie ich
zawartosci.

W pierwszym, wprowadzajacym rozdziale Autorka okreslita cel pracy oraz sformulowata dwie
wspomniane wczedniej tezy. Rozdziat drugi ma charakter przeglagdowy i zawiera omowienie
wybranych zagadnien dotyczacych struktur, uczenia oraz dziatania sztucznych sieci neuronowych,
atakze ich zastosowan w detekcji oraz klasyfikacji obrazéw, zc szczeg6lnym uwzglednieniem
wykorzystywanych w pracy sieci splotowych. Omdéwiono tutaj m.in. wybrane architektury tych sieci,
sposoby oznaczania obiektéw na obrazach oraz miary stosowane do oceny jakosci ich detekcji.
Rozdziat ten miat w zamysle Autorki stanowi¢ teoretyczng podbudowe rozwigzywanych w ramach
pracy probleméw badawczych, przy czym zawiera on pewne niescistosci, ktére omdéwione zostaty
w dalszej czesci recenzji. Najwazniejsza, centralng cze$¢ rozprawy stanowi rozdziat trzeci, w ktérym
przedstawiono wyniki badan prowadzonych w trakcie realizacji pracy doktorskiej. Po omdwieniu
wykorzystanych w pracy zbioréw danych oraz metodyki badan, w kolejnych punktach tego rozdziatu
Autorka stara sie udowodni¢ postawione wcze$niej tezy. Ostatni, czwarty rozdziat pracy ma charakter
podsumowujacy i zawiera wynikajace z pracy wnioski, a takze omowienie potencjalnych kierunkow
dalszych badan. Zatgcznik do pracy (Dodatek A) zawiera 3-klauzulowg licencje BSD wijezyku
angielskim. Wykaz bibliografii liczy 86 pozycji, w wiekszosci trafnie dobranych iodpowiednio
cytowanych w tresci rozprawy. W zdecydowanej wiekszosci sg to artykuty naukowe, ksiazki oraz inne
opracowania wjezyku angielskim, przy czym wigkszo$¢ z nich to publikacje z ostatnich kilku lat.

Podsumowujac strukture rozprawy, nalezy stwierdzié, ze jest ona zredagowana w sposob poprawny.
Czyta sie ja w miare dobrze, pomijajac bardzo duza liczbe usterek interpunkcyjny ch, literowych oraz
stylistycznych, ktorych przyktady zostaty- podane w dalszej czeSci recenzji. llustracje oraz wykresy sg
W Wiekszosci czytelne i umieszczone ywe wiasciwych miejscach, co ulatyyia czytelnikowi zrozumienie
tresci pracy oraz analize otrzymanych wynikéw. Pewne zastrzezenie moze budzi¢ brak
yyystarczajgcego poyyigzania, poprzez zastosoyyanie odpoyyiednich odsyfaczy, prakty cznego rozdziatu
3. z podstayvami teoretycznymi omdyyionymi yyczesniej w rozdziale 2. Na przyktad w rozdziale 3.5.
zatytutowanym Augmentacja z wykorzystaniem sieci generatywnych GAN nie wystepuje ani jedno
odyyolanie do tresci rozdziatu 2.6. Wspotzawodniczgce sieci generatywne GAN. Zamiast tego Autorka
ponownie odyyoluje sie w nim do pozycji bibliograficznych dotyczacych sieci GAN. Jaki byt zatem
cel umieszczenia w pracy rozdziatu 2.6? Ta sama imaga dotyczy innych podrozdzialdyy rozdziatu 3.

Od strony merytorycznej nalezy natomiast prace oceni¢ pozytywnie; na uyvage zastuguje
przeprowadzenie przez Doktorantke wielu praco- oraz czasochtonnych czynno$ci zyyigzanych
z pozyskaniem oraz przygotowaniem yyzorcdyy uczacych i przeprowadzeniem procesu uczenia sieci
neuronowej, a takze umiejetnos¢ formutowania zlozonych problemdyy badayyczych i ich
rozwigzywania przy-uzyciu odpowiednich narzedzi komputerowych.



Dorobek publikacyjny mgr inz. Pauliny Bugiel obejmuje 6 pozycji (wspo6tautorskich z promotorem
rozprawy oraz z innymi autorami), przy czym 4 z nich to publikacje z takich konferencji, jak:
International Conference on Methods and Models in Automation and Robotics (MMAR).
International Conference on Signals and Electronic Systems (ICSES) oraz Computer Science On-line
Conference (CSOCS). Dwie pozostate pozycje to artykuty opublikowane w lokalnym Wydawnictwie
Politechniki Slaskiej. Pie¢ sposrdd wyzej wymienionych publikacji jest cytowanych w rozprawie
doktorskiej, za$ trzy z nich sg indeksowane z bazie Web of Sciences. Nie jest to liczba bardzo duza,
lecz w zupetnosci wystarczajaca w przypadku kandydata ubiegajacego sie o stopied doktora nauk
technicznych.

3. Uwagi do tresci rozprawy

Zanim przejde do omOwienia zauwazonych w pracy usterek merytorycznych oraz redakcyjnych,
miatbym kilka og6lnych uwag o charakterze dyskusyjnym, o ustosunkowanie sie do ktorych
chcialb\ m prosi¢ Doktorantke:

a) Jedng z najistotniejszych, pozadanych wilasciwosci charakteryzujgcych nauczong sie
neuronoyya, sa jej wilasciwosci generatizacyjne. Tymczasem z pewnym zaskoczeniem
styvierdzam. ze w calcj swojej pracy nie uzyta Pani ani razu pojecia generalizacji (réwniez
w formie jego synonimu: uogélniania). Jedng z cech charakteryzujacych dobrego badacza,
obok dociekliyyosci, umiejetnosci planowania oraz przeproyyadzania badan, a takze
wyciggania z nich odpowiednich wnioskéw, jest royyniez umiejetnos¢ odpowiedniego
nazywania badanych zjawisk oraz ich wiasciyyosci, uzywajac yy tym celu poje¢ stosowanych
i ugruntowanych w literaturze przedmiotu. Prositby m zatem Panig o przyblizenie pojecia
wihasciwosci generatizacyjnych (uogélniania) w odniesieniu do sztucznej sieci neuronowej
oraz krétkie omoOwienie stosoyyanych technik, majacych na celu zapeyynienie tej wtasciwosci
sieci.

b) Uczenie sztucznej sieci neuronoyyej, majace na celu minimalizacje odpoyyiednio
zdefiniowanej funkcji bledu (kosztu), zostato przeproyyadzone yy pracy z wykorzystaniem
klasycznej metody gradientoyyej. W celu poprayyy jakosci uczenia zastosoyyata Pani réwniez
peyyng jej modyfikacje, polegajaca na uyyzglednieniu tzyy. cztonu momentum, zwanego
w pracy impetem. Jednak pod yyzgledem jakoscioyyym nadal mamy tu do czynienia ze
stosunkoyyo yyolno zbiezng metodg gradientoyya (I rzedu). Jak wiadomo, w przypadku ptytkich
sieci neuronowych z poszukiyyaniem minimum funkcji btedu zdecydowanie lepiej radzg
sobie" quasi-newtonowskie algorytmy optymalizacyjne 1l rzedu. Jako sztandaroyyy przyktad
mozna tu podac algorytm Levenberga-Marquardta. wykorzystujacy aproksymacje macierzy
hesjanu  (drugich  pochodnych  funkcji  bledu) z uyyzgledniemem tzyy. czynnika
regularyzujagcego. Algorytm ten oferuje zdecydowang poprayye jakosci uczenia sieci
w pordyynaniu z metodg gradientoyya. W zwigzku z tym miatby m nastepujace pytanie: czy
wspomniane tu algorytmy opty malizacyjne 1l rzedu rdyyniez znajdujg zastosoyyanie yy uczeniu
gtebokich sieci neuronowych? Nie zostaty one omdyyione yy tresci rozprawy, z czego wynika,
ze albo nie byly one wykorzystywane, albo nie dawaty lepszych yyynikow uczenia, niz
»ZWykia” metoda gradientowa.

c) Na str. 58, 76 oraz 81 pisze Pani, ze proces uczenia sieci byt bardzo czasochtonny -
w przy padku niektéry ch rozmiardw sieci uczenie tryyalo nayyet ponad miesigc. Z kolei
omayyiajac platforme programistyczng Darkmet wspomina Pani na str. 60 o mozliyyosci jej



implementacji na klastrze obliczeniowym. Nasuwa sie tu nastepujace p\tanie: czy prébowano
skroci¢ tak dhugi czas obliczen poprzez zastosowanie klastra wydajnosciowego? W rozdziale
3.2.1 zatytulowanym Stanowisko badawcze czytamy, ze skladato sie ono z pojedynczego
komputera. Co prawda dalej, na str. 87, znajduje sie krétka wzmianka o klastrze. ale nie
podano szczegdtéw ; w szczegolnosci nie ma tu informacji o tym, czy i w jakim stopniu jego
zastosowanie wplyneto na czas uczenia sieci neuronowej.

3.1. Inne uwagi merytoryczne

» Sformulowania takie, jak: ..bardziej optymalny' ..najbardziej optymalny%(str. 9, str. 100) sg
niepoprawne i nieakceptowalne w pracy doktorskiej.

* W rozdziale 2.2.2 omawiane jest zagadnienie minimalizacji funkcji kosztu (funkcji btedu
sieci). Tymczasem pojecie funkcji kosztu zostato wprowadzone dopiero w rozdziale 2.2.4.
Bardziej sensowne byloby zdefiniowanie najpierw funkcji kosztu, a dopiero pdzniej
omoéwienie zadania jej minimalizacji. Analogicznie, na str. 15 oraz 16 Autorka wspomina
0 zjaw isku przetrenowania, jednak wyjasnia je dopiero na str. 17. Réwniez na str. 43 autorka
uzywa oznaczenia loU, definiujac je dopiero na nastepnej stronie.

e Opisujac na str. 13 technike wuczenia nadzorowanego. Doktorantka pisze: ,Uczenie
nadzorowane wymaga zbioru danych uczacych zawierajacego spodziewane wyjscia w postaci
anotacji". Pomijajac aspekt stylistyczny (zamiast ,,spodziewane wyjscia™ powinno raczej by¢
»wzorcowe/zadane wartosci wyjsciowe sieci"), definicja ta powinna by¢ tu sformutowana
w nieco bardziej ogdlny spos6b. Uczenie nadzorowane wymaga znajomosci zar6wno
wzorcow wejsciowych, jak i wzorcéw wyjsciowych (tzn. ,,zadanych" odpowiedzi sieci na
poszczegOlne wzorce wejsciowe). Oczywiscie, w szczeg6lnym przypadku role wzorcow
wyjsciowych moga petnic wspomniane tu anotacje, jednak poniewaz rozdziat 2.2. ma
z zatozenia charakter ogélny (jest zatytutowany Sieci neuronowe), wiec wymagany bytby tu
wyzszy poziom ogdlnosci sformutowan.

e Opisujac na str. 13 technike uczenia nienadzorowanego, Doktorantka pisze: ,Uczenie
nienadzorowanc nie wy maga znajomosci wyjscia sieci”. Podany tu opis jest nieprecyzyjny.
Uczenie nienadzorowane nie wymaga znajomosci wzorcéw wyjsciowych. Natomiast
w przypadku niektory ch odmian uczenia nienadzorowanego. na przyktad w metodzie uczenia
korelacyjnego, oprécz wzorcéw wejSciowych wykorzystuje sie ,wyjscia sieci”, czyli
odpowiedzi sieci na poszczegdlne wzorce wejsciowe.

* Nie wyjasniono oznaczen £, EOorazz wystepujacych we wzorach (2.8) oraz (2.9).

e« W ramach rozdziatu 2.2.10. Augmentacja danych wydzielono podpunkt zat\tulowany Impet,
odnoszacy sie do modyfikacji metody gradientowej, polegajacej na zastosowaniu tzw. cztonu
momentum. Watpliwo$¢ budzi umieszczenie tego podrozdziatu akurat w tym miejscu - jego
tres$¢ w zaden sposéb nie jest zwigzana z augmentacjg danych uczacych.

« Na str. 24 Autorka piszac o neuronowej klasyfikacji obiektdw definiuje jg nastepujaco:
»Klasyfikacja obiektéw czy obrazéw™ stuzy przypisaniu calego obrazu lub jego fragmentu
(obszaru zainteresowania) do jednej z okre$lonych weczesniej klas's Nalezy zauwazy¢, ze
stwierdzenie to jest prawdziwe tylko w przypadku uczenia nadzorowanego, w ktérym podziat
wzorcow wejsciowych na klasy jest narzucony przez nauczyciela. Natomiast w przypadku



uczenia nienadzorowanego przyporzadkowywanie wzorcéw wejsciowych do poszczeg6inych
klas odbywa sie zwykle dopiero w trakcie uczenia sieci.

We wzorze (2.14) opisujagcym funkcje strat sieci Yolo wskazane bytoby wprowadzenie
oznaczefi jej cztondéw skfadowych (na przyktad: E = Et + Es + E() + En + Ec, gdzie Et = ..).
tatwiej byloby wéwczas Czytelnikowi zrozumie¢ ten wzdr oraz znajdujacy sie pod nim opis
oznaczen.

We wzorze (2.18) nie podano, czym sg A oraz B.

Na str. 45 zdefiniowano metryke mAP, jednak zrobiono to w sposob opisowy. W pracy
doktorskiej spodziewaliby$my sie jednak czego$ wiecej, np. definicji tej metryki w formie
wzoru. Ta sama uwaga dotyczy omoéw ionej na str. 49 odlegtosci Wassersteina, w ktérej mowa
0 ..gorce piachu". Intuicja jest oczywiscie wazna, lecz najwazniejsza w pracy o charakterze
naukowym jest precyzja opisu.

Podpunkt ..ANOVA z poprawkg Welcha™ (str. 50) nie zawiera informacji, na czym ta
poprawka polega.

3.2. Uwagi redakcyjne

Praca w wielu miejscach jest napisana nieco nieporadnie od strony stylistycznej. Wystepuja w nigj
sformutowania potoczne, ocierajgce sie niekiedy o wyrazenia slangowe, np. ,,sa wykorzystywane
w automotive" (str. 34). Autorka czesto powtarza te same okre$lenia w sytuacji, gdy wskazane bytoby
uzycie synoniméw - w celu unikniecia powtérzen lub przypomnienia znaczenia wyrazéw, ktére nie sa
w powszechnym uzyciu (np. okluzja, anotacja, augmentacja).

Ponizej wy mieniono niektdre przyklady zauwazony ch w pracy usterek stylistycznych:
o Str. 1. ,prace opisane w pracy doktorskiej”;
o Str. 13:,,Typ uczenia sieci moze skategoryzowac ogélnie na”;
o Str. 13; ,,Anotacje sg to opisy spodziewanych rezultatow jakie sie¢ ma rozpoznawac";

o Str. 15:,,Czym zatem jest dobry zestaw danych?” - taki styl jest do zaakceptowania
w artykutach popularnonaukowych, natomiast w pracach naukowych nie zaleca sie
stosowania tego typu zdan pytajacych. Dodatkowo, rozdziat 2.2.7. ,urywa sie" zaraz
za znakiem zapytania, bez udzielenia odpowiedzi na powyzsze pytanie;

o Str. 15: ,,danych, ktérych sie¢ jeszcze nie widziata" - sformutowanie potoczne;

o Str. 20: ,splot wejscia z filtrami o zdefiniowanych wcze$niej wymiarach 2.13" -
powinno by¢: ,splot (...), realizowany na podstawie zaleznosci (2.13)”;

o Str. 23: ,Normalizacja paczki danych jest to wprowadzenie normalizacji, dzieki ktérej
Srednia warto$¢ aktywacji wynosi zero. a ich odchylenie standardowe wynosi jeden" -
to sformutowanie jest nieco zagmatwane;

o Str. 25: ,Dzieki uzyciu sieci splotowej, R-CNN daje dobre wyniki" - R-CNN to
wiasnie sie¢ splotowa;

o Str. 26: ,Dzieki zastosowanym ulepszeniom, trenowanie sieci jest znacznie
uproszczone oraz szybsze” - nie okre$lono, w stosunku do czego;



Str. 30: ..zostaty opisane w 2.5“ - powinno by¢: ,,zostaty opisane w rozdziale 2.5”. Ta
sama uwaga dotyczy wielu podobnych wystapien tej konstrukcji;

Str. 33: ..Przykiad pokazany na rysunku 2.18.” - to nie jest zdanie (brak orzeczenia,
powinno by¢ np. ,,zostat pokazany”). Ponadto nie podano przyktad czego pokazano;

Str. 34: ,sa najczesciej wykorzystywane w automotive” - powinno by¢: ,s3
najczesciej wykorzystywane w branzy samochodowej”;

Str. 36: ,,Zebranie odpowiednich danych do trenowania sieci neuronowej jest bardzo
waznym aspektem” - nie doprecyzowano aspektem czego;

Str. 40: ,,i nastepuje go kiedy”;

Str. 42: ,,wymagane jest uzycie odpowiednich aparatéw matematycznych”;
Str. 60: ,,Idac tym tropem" - sformutowanie potoczne;

Str. 60: ,,ilo$¢ prébek” - lepiej: ,liczba probek™;

Str. 63: Zamiast ,,(3.6)" powinno by¢ ,,(Rys. 3.6)”. Bez takiego doprecyzowania
w odsyfaczu nie wiadomo, czy chodzi o rysunek, wzér. czy moze o rozdziat;

Str. 63: ,,operacji $cinania na obraz”;

Str. 66: ,,na nich byla liczona walidacja”;

Str. 72: ,,dane sg na tyle od siebie”;

Str. 97: ,,Celem byto sprawdzenie™ - nie doprecyzowano czego celem;

Str. 100: Zawarto$¢ calego podrozdziatu Optymalna liczba podgrup jest na niskim
poziomie stylistycznym oraz merytorycznym (np. ,,najbardziej optymalny”);

Str. 116: ,,Badania pracy doktorskiej” - lepiej: ,,Badania opisane w pracy doktorskiej”
lub: ,,Badania przeprowadzone w ramach pracy doktorskiej”;

Str. 117: ,Niektére degradacje powodujg rozny spadek jakosci detekcji (obrazu)” -
lepiej: ,,Jakos¢ detekcji obrazu zalezy od rodzaju jego degradacji”.

Oprécz omoéwionych wyzej bledéw stylistycznych, praca zawiera duzo usterek literowych
oraz interpunkcyjnych. Autorka czesto pomija przecinek, wymagany np. w celu oddzielenia
zdania podrzednego od nadrzednego. Prawie na kazdej stronie brakuje po kilka przecinkow
czy kropek (niekiedy wystepuja nadmiarowe kropki, jak np. na str. 31). Jesli chodzi o bledy
literowe, to juz we wstepie pracy na str. 1mamy ,,u zycie” zamiast ,,uzycie”, a w tezie pracy
na str. 3 - ,,nowy” zamiast ,,nowych”. Ponizej wyszczegdlniono inne usterki literowe:

(0]

o

Str. 31: zamiast ,,20-sekunkdowych* powinno by¢ ,,20-sekundowych* oraz ,,ponad 20
tysiecy” zamiast ,,ponad 20 ty.”;

Str. 32: zamiast ,,ny rysunku” powinno byc¢ ,na rysunku" oraz zamiast ,,.Segmentacja
jest do podzielenie...” powinno by¢ ,,Segmentacja polega na podziale...”;

Str. 35: zamiast ,,stereo-wizja" powinno by¢ ,,stereowizja”;
Rys. 3.7: Zamiast ,,Scianie" powinno byé ,.$cinanie”;

Str. 64: Zamiast ..zazadanie" powinno by¢ ,,za zadanie”;



0 Str. 69: Zamiast ,,, Tolo v2" powinno by¢ ,,Yolo v27;
0 Str. 93: Zamiast ..nos" powinno by¢ ,,noc”.

Bledne jest oddzielanie apostrofem kazdej koncowki w wyrazach obcego pochodzenia.
Apostrofu uzywamy dla oznaczenia koncéwki tylko wowczas, gdy jakas czes¢ wyrazu
podstawowego nie jest wymawiana, np.. Ampere'a, iPhone’a, Jules‘a Veme'a. Dlatego
w pracy zamiast: ,Lidar'u™ (str. 30), , Jackarda” (str. 44), ,Welch’a” (str. 50, 103, 115),
»Joseph‘a Rcdmon'a™ (str. 59), ,,Darknet'u” (str. 60), ,van Gogh"a” (str. 75 i VIII),
»Wasserstein"a" (str. 109 i 115), powinno by¢ odpowiednio: ,,Udaru, ,,Jackarda", ,Welcha™,
»Josepha Redmona™, ,,Darknetu”, ,van Gogha”, ,,\Wassersteina”.

W wykazie rysunkéw na str. V-X wystarczytoby podanie podstawowych podpiséw pod
rysunkami. Dotaczenie szczeg6towych opisow rysunkow sprawia, ze wy kaz ten niepotrzebnie
zajmuje az 11 stron.

W pracy nie ma rysunku 3.1.4. do ktorego jest odwotanie na str. 33. By ¢ moze chodzito o Rys.
3.2.

Brak podanych jednostek czasu na wykresie z Rys. 2.14.

Oznaczenia wielkosci o, w, p ,f s pod wzorem (2.12) powinny by¢ zapisane kursywg - tak, jak
we wzorze. Podobnie we wzorze (2.19) symbole S oraz i powinny by¢ zapisane kursywa,
natomiast oznaczenie funkcji ,,max” - czcionkg prosta.

Zamiast mysinika (dtuzszej kreski poziomej), w pracy czesto niepoprawnie stosowany jest
znak tacznika (dywizu). Na przyktad na str. 17 powinno by¢: ,,btad zamiast spadaé - rostoy”.

W jezyku polskim uzywa sie cudzystowu postaci: ,, ”. Tymczasem Autorka stosuje niekiedy
(np. na str. 27, 77) cudzystow amery kanski ("").

Na str. 27 zamiast ,JSxS komorek" powinno by¢ .,S*S komoérek™’ (znak mnozenia zamiast litery
x). Podobnie na str. 65 zamiast ..macierz 20x16™" powinno by¢ ,,macierz o rozmiarach 20><16".
Co ciekawe, na str. 91 Autorka uzywa wiasciwego znaku mnozenia.

Rozmiary obraz6w na Rys. 3.10 sg nieco zbyt male. aby mozna byto zauwazy¢ detale
wynikajace z natozenia na oryginalny obraz poszczegdlnych filtrw.

Pewne watpliwosci budzi na str. 73 sposob podziatu tekstu na akapity.

Brak odwotania z tresci pracy do Tab. 3.2. Brak omowienia w tre$ci pracy wynikow
zebranych w Tab. 3.9 - rozdziat koriczy sie tg tabela.

Duzy rozmiar czcionki na Rys. 3.32 powoduje, ze nie komponuje sie on dobrze z tekstem
pracy. Z kolei wykresy na Rys. 3.35 sg zbyt mate: w efekcie ich detale (np. legenda) sg
nieczytelne. Ponadto przydatoby sie tu oznaczenie poszczeg6lnych wykresdw, np. a), b), c),
d), e).

Na Rys. 3.34 wskazane bytoby umieszczenie legendy zawierajacej informacje, jaki jest
zwiazek poszczegélnych koloréw na wykresie zjakosScig detekcji.



Podsumowujac, wyniki pracy sg na dobrym poziomie merytorycznym, natomiast stabiej wypada jej
strona redakcyjna, przez ktdrej pryzmat patrzy np. recenzent pracy. Rzutuje to w pewien sposéb na jej
catoSciowy odbiér. Prosze, aby Doktorantka nie ustosunkowy wata sie do powyzszych uwag
redakcyjnych podczas obrony, lecz aby ewentualnie uwzglednita je w swoich przysztych publikacjach.

4. Whnioski koricowe

Na podstawie lektury przedstawionej do recenzji rozprawy mozna stwierdzi¢, ze jej Autorka dobrze
orientuje sie w zagadnieniach zwigzanych z zastosowaniem metod sztucznej inteligencji oraz uczenia
maszynowego w zadaniu rozpoznawania oraz klasyfikacji obrazoéw. Na szczeg6lna uwage zastuguje
wykonanie wielu praco- oraz czasochtonnych czynnosci zwigzanych z pozyskaniem oraz
przygotowaniem wzorcOw uczacych i przeprowadzeniem procesu uczenia sieci neuronowej, a takze
umiejetnos¢ rozwigzywania ztozonych probleméw badawczych przy pomocy odpowiednich narzedzi
komputerowych.

Wspomniane problemy badawcze zostaty przez Doktorantke w jasny sposob sformutowane w celu
oraz tezach pracy, a nastepnie zrealizowane oraz udokumentowane (poprawnie, cho¢ z pewnymi
usterkami) w formie recenzowanej rozprawy.

W zwigzku z powyzszym stwierdzam, ze przedstawiona mi do recenzji rozprawa doktorska mgr
inz. Pauliny Bugiel pt. Automatyczna analiza duzych zbioréow nagran wideo w celu wskazania
w nich obrazéw wybranych obiektow i okreSlenia warunkéw pogodowych spetnia wszystkie
wymagania stosownej ustawy o tytutach i stopniach naukowych i wnioskuje o jej przyjecie przez
Rade Dyscypliny Automatyka, Elektronika i Elektrotechnika na Politechnice Slaskiej oraz
dopuszczenie do publicznej obrony.



