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1. Cel, zakres i charakter rozprawy

Tematyka pracy doktorskiej dotyczy zagadnier z zakresu uczenia maszynowego w kontek$cie
bezpieczenstwa systemow informatycznych. Autor skupil si¢ na problemach atakow
adwersaryjnych polegajagcych na zaklécaniu danych wejsciowych modeli uczenia
maszynowego w taki sposob, aby zakloci¢ dziatanie modelu. Przy czym badania zostaty
ograniczone do systemow klasyfikacji danych tabelarycznych.

Cel pracy zostal przez Autora okreslony jako: ,,stworzenie, zweryfikowanie i implementacja
metody wykrywania atakow adwersaryjnych na modele ML trenowane na danych
tabelarycznych i pelnigcych role systeméw klasyfikacyjnych”. Cel miat by¢ osiagniety przy
zalozeniu, ze metoda ma zaktada¢ brak wiedzy o architekturze i parametrach modelu (czarna
skrzynka). Uzyskanie efektu konicowego Autor zaplanowat poprzez realizacje nastepujacych
celow szczegotowych:

1. Opracowanie metod ataku modeli ML klasyfikujgcych dane tabelaryczne.

2. Opracowanie metody aproksymujacej dziatanie modelu ML.

3. Opracowanie i weryfikacja metody wykrywania atakéow.

4. Weryfikacja dzialania opracowanej metody na przyktadach atakéw adwersaryjnych.
Realizacja tych prac stanowita jednoczesnie kolejne etapy metodyki badawczej Doktoranta.

W pracy nie zdefiniowano tezy pracy, zatem praca ma gléwnie charakter projektowy, co
zostato okreslone w opisie celu pracy. Chociaz Autor jako element pracy w p. 3.2.1 okreslit
hipotez¢ badawcza moéwiaca, ze ,,analiza atrybutéw diagnostycznych moze wskazaé istotne
prawdopodobienstwo wystgpienia modyfikacji danych wejsciowych noszacej znamiona
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modyfikacji celowej”. Hipoteza ta zostala potwierdzona eksperymentalnie, zatem mozna
stwierdzi¢, Ze praca obejmowala tez zagadnienia naukowe.

2, Zawartos¢ i strona redakcyjna rozprawy

Rozprawa doktorska sktada si¢ z 5 rozdzialéw i wykazu bibliografii. Pierwszy rozdziat stanowi
wstep do tematyki pracy i zawiera motywacje oraz cele pracy. W rozdziale 2 Autor przedstawit
problematyke atakéw adwersaryjnych, opisal typy oraz metody takich atakéw a takze metody
wykrywania takich atakow. Bardziej szczegblowo przedstawit zagadnienia atakow
adwersaryjnych na modele przetwarzajgce dane tabelaryczne. Rozdziat 3 zawiera opis
proponowanej metody wykrywania atakw. Autor opisat zasady tworzenia modeli zastgpczych,
przedstawil proponowane atrybuty diagnostyczne i metode tworzenia klasyfikatorow
rozpoznajgcych ataki. Opis wykonanych eksperymentéw przedstawiono w rozdziale 4,
stanowigcym najobszerniejsza czes$é pracy. Oprocz wykazania skutecznosci opracowanej
metody Autor wykonal eksperymenty statystyczne pokazujace rézne whasnosci
proponowanych rozwiazan. Na zakonczenie przedstawiono analize i dyskusje dotyczacy
uzyskanych wynikow. W rozdziale 5 zawarto podsumowanie pracy i kierunki dalszego rozwoju
badan.

Zastosowany uklad pracy jest logiczny i kolejnos¢ przedstawianych zagadnien jest
poprawna. Jednak ze wzgledu na duzg liczbe wzoréw i symboli przydalby sie wykaz
wazniejszych oznaczen. Przydatne bylyby takze spisy tabel i rysunkéw. Do wielu rysunkéw
Autor nie odwoluje si¢ w tekscie. Brakuje rowniez numeracji réwnan, by¢ moze wtedy Autor
uniknatby powtérzen tych samych réwnan (str. 40-41 i str. 50). Rowniez Autor niepotrzebnie
powtarza pewne opisy (np. na stronie 81). Czytelno$¢ pracy bylaby wieksza, gdyby pewne
opisy takie jak wyjasnienia kluczowych poje¢ i algorytmy byly przedstawione w sposéb
bardziej formalny np. w postaci numerowanych definicji i pseudokodow.

3. Analiza zrddel

Bibliografia przedstawiona w pracy zawiera 84 pozycji, obejmujacych gléwnie artykuly w
czasopismach zagranicznych i referaty z konferencji miedzynarodowych. Duza czesé
bibliografii stanowig tzw. preprinty. W znacznej liczbie pozycji brakuje pelnych informacji o
publikacji, zwykle brakuje tytulu wydawnictwa, co utrudnia identyfikacje wskazanej
publikacji. Bibliografia jest stosunkowo nowa ponad 25% pozycji jest z ostatnich 5 lat a ponad
80% pozycji jest z ostatnich 10 lat.

Przeglad literatury dotyczacej tematyki pracy jest przedstawiony w rozdziale 2. Autor
przedstawia przeglad literatury z zakresu atakéw na modele ML jak i na metody wykrywania
tych atakow. Pominigte zostaly zagadnienia zwigzane z obrong modeli ML przed atakami
adwersaryjnymi, wydaje si¢, ze tematyka ta jest bardzo bliska tematyce pracy i powinna by¢
rowniez oméwiona w rozprawie. W p. 2.5 gdzie Autor skupia si¢ na klasyfikatorach
przetwarzajacych dane tabelaryczne, przedstawit ataki na te modele, ale nie przedstawit zadnej
metody wykrywania takich atakow. Poniewaz jest to gléwna tematyka pracy warto bylo by
wskaza¢ jak sobie do tej pory radzono z takimi atakami.
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4. Metodyka badan

Punktem wyjscia do badan przeprowadzanych w ramach pracy byla analiza istniejacych
rozwigzan w zakresie wykrywania atakéw adwersaryjnych na modele ML. Autor zauwazyl, ze
istniejgce rozwigzania koncentrujg si¢ gléwnie na modelach przetwarzajacych obrazy a takze
ze brakuje wystarczajgco skutecznych metod traktujgcych model ML jako “czarng skrzynke”.
W zasadzie jest to wystarczajgca motywacja do podjecia tego kierunku badan, jednak warto
byloby jeszcze przeanalizowaé jaka jest skala tego problemu i czy skoro niektére metody ataku
mozna dostosowa¢ do danych tabelarycznych to tez czy metody wykrywania nie mozna by
dostosowac¢ do tego typu atakéw.

W kolejnym kroku Autor zaproponowal rozwigzanie polegajace na utworzeniu modelu
zastepczego dla modelu ML, zaproponowaniu zestawu atrybutéw diagnostycznych oraz
opracowaniu klasyfikatora wykrywajacego atak. Proponowana procedura diagnostyczna dla tak
opracowanego rozwigzania sklada sie z 3 krokow: utworzenie modelu zastepczego na
podstawie obserwacji dziatania rzeczywistego modelu dla poprawnych danych (faza wstepna),
rownolegta obserwacja modelu ML i modelu zastepczego dla badanych danych wejsciowych,
oraz klasyfikacja wartosci atrybutow diagnostycznych pod katem wykrywania celowych zmian
danych (faza monitorowania), aktualizacja klasyfikatora na podstawie wiedzy o nowych
atakach i bigdnych klasyfikacjach (faza aktualizacji klasyfikatora). Mimo, ze proponowane
rozwigzanie wydaje si¢ sensowne to brakuje uzasadnienia, dlaczego akurat taki sposob
postgpowania zostal wybrany przez Autora.

W ostatnim kroku Autor wykonal szereg eksperymentéw, ktére po pierwsze mialy
potwierdzi¢ skutecznos$¢ zaproponowanej metody, a po drugie dostarczyé szczegétowych
informacji o specyfice dziatania poszczegdlnych elementéw rozwiazania. Informacje te mogg
stuzy¢ do lepszego poznania zasady dzialania metody a jednoczesnie mogg stuzy¢ dalszemu
rozwojowi tego kierunku badan.

W ramach eksperymentéw, najpierw Autor przygotowat 3 przykladowe metody uczenia
maszynowego. Nastgpnie wykonat seri¢ atakow na te modele wykorzystujac standardowe
zbiory danych i zaimplementowane przez siebie 3 metody atakéw. Dla wszystkich testow
zostaly wyznaczone wartosci atrybutéw diagnostycznych. W kolejnym kroku Autor wyuczyt
klasyfikator do wykrywania atakow i wykonal eksperymenty wykrywania atakow. Na
zakonczenie zostaly wykonane réwniez eksperymenty dodatkowe, oceniajace skutecznosé dla
dodatkowych typéw atakéw i modelu uczenia maszynowego bazujgcego na sieci NEeuronowe;.

Na zakoriczenie Autor wykonat analiz¢ uzyskanych wynikéw, majaca na celu uzyskanie
wnioskow dotyczacych skutecznosci oraz wad i zalet opracowanej metody.

S. Oryginalnos¢ uzyskanych wynikéw

Praca ma gléwnie charakter projektowy, zatem gléwnym wynikiem pracy jest opracowana
metoda wykrywania atakéw na modele ML. Metoda ta jest oryginalnym rozwiazaniem Autora
i spenia zalozenia okreslone w celu pracy. Uzyskane wyniki potwierdzily jakos¢ opracowanej
metody i wykazaty stuszno$¢ zaproponowanego podejscia.
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Rozprawa doktorska zawiera tez inne oryginalne wyniki, ktére moga by¢ wykorzystywane
w pracach badawczych z zakresu tematyki pracy. Takimi wynikami sa:
1. Model zastgpczy mechanizmu uczenia maszynowego zbudowany ze zbioru przyblizonych
reduktéw.
2. Zbior atrybutdw diagnostycznych umozliwiajgcych ocene dziatania modelu uczenia
maszynowego.
3. Liczne eksperymenty pokazujgce rozne wlasnoéci zaproponowanych rozwiazan.
Wyzej wymienione wyniki prac Autora moga by¢ wykorzystywane do dalszych badan nad
atakami adwersaryjnymi i wykrywaniem tych atakéw.
W odniesieniu do aktualnego stanu wiedzy wyniki badan uzyskane przez Autora sg
innowacyjne. Wyzej wymienione osiggnigcia zostaty wdrozone w firmie QED Software.

6. Uwagi krytyczne, wady i slabe strony rozprawy

Oprécz wezesniej przedstawionych uwag dotyczacych ukladu tresci pracy, bibliografii i
metodyki badaf, wydaje sig, ze niektore zagadnienia powinny byé dokladniej
przedyskutowane, wymagaja wyjasnienia lub uzupelnienia. Dotyczy to nastepujacych
probleméw:

1. Praca zawiera obszerng czg¢s¢ eksperymentalng, w ktérej Autor wykazuje efektywnosé
opracowanej metody. Niestety nie przedstawia zadnego poréwnania do istniejacych metod
wykrywania atakéw adwersaryjnych. Takie poréwnanie byloby przydatne chociazby z
punktu widzenia oceny innowacyjnosci proponowanego podejscia.

2. Autor w swoich badaniach skupit si¢ na modelach uczenia maszynowego w zastosowaniach
klasyfikacji danych tabelarycznych. W pracy brakuje informacji jak szeroka klasa atakow
sg ataki na modele tego typu. Powstajg pytania: jak czesto pojawiajg sie takie ataki i jak
sobie radzg z tymi atakami istniejace metody? Odpowiedzi na te pytania sg istotne z punktu
widzenia znaczenia opracowanych metod.

3. Oprocz metod wykrywania atakow na modele ML opracowywane sg réwniez metody
uodpornienia (obrony) modeli na te ataki. Autor nie omawia szerzej tego zagadnienia, ale
powstaje pytanie czy uodpornianie metod ML na ataki adwersaryjne utrudnia wykrywanie
takich atakéw? Czy mozna laczyé ze soba te dwa podejscia czy s3 to podejécia
alternatywne?

4. Czy skutecznos¢ wykrywania ataku zalezy od jakosci atakowanego klasyfikatora?

5. W celu pracy nie okreslono wymagan jakosciowych dotyczacych projektowanej metody.
Zatem powstaje pytanie jak si¢ ma uzyskany wynik oceny skutecznosci wykrywania atakéw
do oczekiwan? Jaka jest skutecznosé innych istniejacych metod?

6. W p. 42.2 poréwnano skutecznos¢ atakéw na 3 modele uczenia maszynowego, Autor
wskazat tu, ze najbardziej odpornym modelem jest XBoost. Na jakiej podstawie pojawit sie
taki wniosek, bo na przedstawionym rysunku (Rys. 4.2) skutki atakéw dla wszystkich
metod sg podobne.

Ponadto rozprawa zawiera wiele drobnych bledow redakcyjnych i jezykowych. Szczegétowe
uwagi:
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20.
21
22,
23.
24,
28,

26.
27,
28.
29,
30.

31
32

Str. 8 — ,.modelei” => ,,modeli”.
Str. 13 — w rownaniu nie okres$lono znaczenia wartosci d.
Str. 15 — ,adwersaryjnee” => »adwersaryjne”.
Str. 16 — ,,prawdopodibnenstwo” => »prawdopodobienstwo”
Str. 18 — ,,zalezen” => , zaleze¢”.
Str. 19 — ,,modutu” => , moduty”.
Str. 24 — ,,grupa metoda” => ,,grupa metod”.
Str. 25 — ,,zastosowaniach aplikacjach” => ?
Str. 29 — , stosowany” => , stosowane”,
. Str. 31 — ,,stabilnosci” =>  stabilno$¢”,
. Str. 34 —  heurestycznych” => »heurystycznych”,
. Str. 35 — ,,atakowania” => ,atakowaniu”,
. Str. 36 —,,zastepczych zastepczych” => ..Zastepczych”,
- Str. 37 — ,,niewpewnymi” => , niepewnymi”,
. Str. 37-38 — ,,zgodno$é i zdolnosci” => ?
. Str. 38 —,to z jej” => to jej”,
. Str. 40 — liczbg” => _liczba”
. Str. 46 — ,,normalnych dziatajacych” => _normalnie dzialajacych™?
. Str. 46 —,,Wejsciem do tych klasyfikatoréw sa wartosciach atrybutéw diagnostycznych oraz
etykietach decyzyjnych ...”,
Str. 48 — ,,zastosowania w ktérych” => .»zastosowania, w ktérych”,
Str. 49 — ,,przez model wejsciowy przez model zastepezy”?
Str. 50 — wzory sg powtdrzone ze stron 40-41,
Str. 71 - ,FGW” =>  FGM”,
Str. 74 — ,,Pytnom” => , Phyton”,
Str. 75 — ,,stosowang praktyka w literaturze”, raczej ,,stosowang praktyka przedstawiong w
literaturze”,
Str. 78 — ,.przesunigcie” => »przesuniecia”,
Str. 80 —,,.7=> ”
Str.80 — ,,obliczono i na tej podstawie obliczono™?
Str. 82 — juz” => juz”,
Str. 104 — ,problematyczna™ => , problematyczne,
. Str. 113 — ,,przekrywania™ => , przykrywania”,
. Str. 117 - ,,0 ani dostgpu™ => , ani bez dostepu”.
Wyzej wymienione uwagi nie podwazaja wartosci uzyskanych wynikéw badan i

poprawnosci opracowanych rozwigzan. Ale oméwienie tych zagadnief pozwoliloby na lepsza
oceng uzyskanych wynikéw badan, lepsze zrozumienie znaczenia uzyskanych wynikow i
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dkreslitoby innowacyjno$¢ uzyskanych wynik6w. Natomiast usunigcie bledéw redakeyjnych

1 jezykowych zwigkszytoby czytelnosé i jako$é pracy.




7. Znaczenie uzyskanych wynikéw

Glownym wynikiem pracy jest opracowanie nowej metody wykrywania atakéw
adwersaryjnych na modele ML przetwarzajace dane tabelaryczne. Wykonane eksperymenty
potwierdzily wysoka skutecznosé metody w wykrywaniu takich atakéw, co jednoczesnie
potwierdza praktyczng przydatnosé opracowanej metody w systemach bezpieczeristwa
dedykowanych do rozwigzan wykorzystujacych uczenie maszynowe. Znaczenie uzyskanych
wynikéw jest nieco zawezone przez ograniczenia opracowanej metody, jednak Autor wskazat
kierunki dalszych prac, ktdre mogg poszerzy¢ zakres zastosowan tej metody.

Obecnie nastepuje szybki rozwdj metod sztucznej inteligencji bazujacych na réznych
modelach uczenia maszynowego. Jednoczesnie rozwija si¢ cyberprzestepczo$é rowniez w
zakresie atakOw na systemy oparte na uczeniu maszynowym. Konieczne jest zatem tworzenie
coraz bardziej skutecznych i wydajnych mechanizméw ochrony. Jednym z istotnych
elementéw takich zabezpieczen sa narzedzia do wykrywania atakéw. W tym kontekscie
uzyskane wyniki majg ogromne znaczenie praktyczne, szczegélnie ze opracowane rozwigzane
jest gotowe do wdrozenia w rzeczywistych systemach.

8. Ocena kornicowa rozprawy

Podsumowujac, uwazam, ze rozprawa doktorska mgra inz. Piotra Biczyka przedstawia
oryginalne rozwigzanie zaprezentowanego w niej zagadnienia naukowego i konstrukcyjnego.
Autor podjgt w niej problem, ktéry ma istotne znaczenie w dziedzinie nauk inzynieryjno-
technicznych w zakresie dyscypliny naukowej Informatyka Techniczna i Telekomunikacja.
Trafnie okreslit zatozenia dotyczace jego analizy i uzyskane wyniki potwierdzit wykonanymi
eksperymentami. Wykazat si¢ dobra znajomoscia ogoélnej wiedzy teoretycznej i praktycznej z
zakresu tematyki pracy, a takze umiejetnoscig samodzielnego prowadzenia pracy naukowej.
Stwierdzam, ze recenzowana praca spelnia wymogi stawiane rozprawom doktorskim w
Ustawie z dnia 20 lipca 2018 r. — Prawo o szkolnictwie wyzszym i nauce (Dz.U. poz. 1668,
art. 187) i niniejszym wnoszg o dopuszczenie jej do publicznej obrony.
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