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Streszczenie

Utrzymujacy si¢ wzrost mocy obliczeniowe] pozwolil w ostatniej dekadzie na
implementacje coraz bardziej ztozonych algorytmow uczenia maszynowego. Umozliwito to
dynamiczny rozwdj tej dziedziny, zardbwno pod wzgledem teoretycznym, jak i praktycznym,
prowadzac do powstania narzedzi zdolnych do rozwigzywania problemow o niespotykanej
wcezesniej skali. Szczegolnie widoczne jest to w przypadku sieci neuronowych, ktore dzieki
swojej zdolnosci do analizy ogromnych zbioréw danych i wykrywania ztozonych wzorcow,
znajduja szerokie zastosowanie w badaniach naukowych, wielokrotnie osiggajac wyniki lepsze

od stosowanych wczeséniej algorytmow i heurystyk.

W astronomii zastosowanie tych narzedzi koncentruje si¢ gldownie w duzych osrodkach
obserwacyjnych, ktére dysponuja zaawansowang infrastrukturg obliczeniowa oraz dostepem do
ogromnych ilo$ci wysokiej jakosci danych pochodzacych z nowoczesnych teleskopow
naziemnych i kosmicznych. Znacznie mniej uwagi pos§wigca si¢ matym jednostkom, ktore przy
uzyciu skromniejszych zasobow i prostszych instrumentoéw stanowig wsparcie w wielu
projektach naukowych. Niniejsza praca podejmuje probe wypelnienia tej luki poprzez analize
mozliwoséci zastosowania wybranych architektur sieci neuronowych, w szczegoélnoSci
autoenkoderéw konwolucyjnych, do przetwarzania obrazow uzyskiwanych przez teleskopy

o ograniczonych mozliwosciach technicznych.

W badaniach wykorzystano obrazy pochodzace z teleskopéw grupy SUTO (Silesian
University of Technology Observatories), ktore odpowiadajg jakoscig danym zbieranym przez
obserwatoria podobnej klasy. Cechuje je niska rozdzielczo$¢ 1 zauwazalny szum, bedacy
w gltownej mierze skutkiem turbulencji atmosferycznych. Cato§¢ pracy koncentruje si¢ na

problemie redukcji tego szumu 1 obejmuje cztery gtowne obszary:

1) analize¢ porownawczg metod uczenia sieci neuronowych w warunkach braku danych
referencyjnych (obrazéw ,,czystych”, catkowicie pozbawionych szumu) na przyktadzie
obrazow syntetycznych, jak i rzeczywistych,

2) analize¢ wplywu rozmiaru i zlozonoSci architektury sieci na jako$¢ wynikow
w konteks$cie ograniczonych zasobdw obliczeniowych,

3) analize jakoSci obrazéw wynikowych wzgledem liczby obrazow wejsciowych
w odniesieniu do dziatania algorytmu MFBD (Multi-Frame Blind Deconvolution) na

danych stonecznych,



4) praktyczng implementacj¢ testowanych rozwigzanh =z uwzglednieniem czasu

przetwarzania i wymagan sprzetowych.

Wyniki pracy wskazujg, ze odpowiednio dobrane sieci neuronowe moga skutecznie
wspomagaé prace pomniejszych obserwatoriow przy zachowaniu akceptowalnej jakosci
przetwarzanych danych i niskich kosztach obliczeniowych, stanowigc przy tym dobra
alternatywe¢ do obecnie stosowanych rozwigzan. Otwiera to mozliwos$ci implementacji metod
opartych na uczeniu maszynowym w mniejszych jednostkach badawczych, przyczyniajac sie

do zwigkszenia ich potencjatu obserwacyjnego oraz szerszego wiaczenia w projekty badawcze.



